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A Qualitative Approach to Electricity

Hermann Haertel

ABSTRACT

"In the teaching of physics, the study of electricity and magnetism
typically follows the introduction of the basic concepts of mechanics.
Hov ° - there are some new concepts associated with electro-
magnetic . elds that seem at first to the student to be unrelated to (or
even incompatible with) Newton's third law as learned in mechanics.
Furthermore, the transiticn from electrostatics to studies of moving
charges and associated magnetic phenomena seems to many
thoughtful students not to be consistant with concepts learned earlier
in the course. '

in this report, | describe approaches to electrostatics, to elementary
circuits, and to the effects of moving charges in a way carefully
designed to be fully consistent throughout, so that the thoughtful
student is not left with quandaries about the relationship among sets
of basic concepts.




PREFACE

In Chapter | some basic principles about qualitative concepts and qualitative
reasoning are presented.

In Chapter |I, the subject matter of Basic Electricity, including Voltage, Current,
Resistance, Ohm's Law and Kirchhoff's Laws, is reconstructed stressing the
importance of the systems aspect of the electric circuit and the relation between
microscopic and macroscopic effects, especially in respect to voltage.

In Chapter Ill, the magnetic interaction, the electromagnetic .nduction and wave
propagation are described. This d 2scription is based on the relativistic change of the
Coulomb field due to the constant velocity of charge caniiers and the existence of
circular fields, connected ‘with accelerated charge catriers.

The material presented depends on the fact that the presentation will be supported
by interactive and animated computer graphics. The development of material for
teaching and instruction on the basis of this approach as well as a further
development of the conceptual framework will be part of the research agenda of
the Institute for Research on Learning, Palo Alto, and the Institute for Science
Education, Kiel, Germany. This text is therefore not addressed to students as
newcomers to this field. It is presumed that the reader has a good knowledge about
the basic facts of electromagnetism as they are described in traditional textbooks.
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Chapter |

QUALITATIVE REASONING

INTRODUCTION

The dominance of quantitative procedures and the importance of mathematical
formalism in teaching physics is well-known. What seems to be missing 1s an
understanding of the role of qualitative reasoning. How does insight emerge from
qualitative models, and what is the importance of constructing explicit bridges
between the formalism and these conceptual models? This deficit may be one of the
reasons why so many people fail to learn successfully in this field.

The current method of teaching physics is good at handling the abstractions in
mathematical notation, but it is weak in supporting qualitative thinking in a
consistent way. There are reasons for this deficiency. In the history of physics, many
qualitative models can be identified with generations of physicists, who have
strongly (and sometimes desperately) believed them to be valid. The theories about
phlogiston and of the ether are two famous examples which misled physicists for a
long time, and much scientific effort was used for the incorrect purpose. All these
models had finally to be given up; and when quantum physics, wave/particle
dualism, and the theory of special relativity arrived, it seemed to be clear that only
the quantitative approach ~ the system of differantial equations, and the correct
handling of this formalism -- could guarantee progress and success. Qualitative
models or concepts could only be used for special cases with a limited range of
validity and without underlying common principles.

The body of physics knewledge condensed in textbooks and simplified for the
different school levels is usually described as a consistent quantitative system
carefully prepared and standardized according to units, syntax, methods, etc. This
quantitative system is surrounded by isolated qualitative models meant to help
students to understand isolated phenomena, to give a background for causal
relations, and to model certain processes. In contrast to the quantitative side, the
qualitative one is not treated with equal care. For many aspects, the underlying
ontology is only presented implicitly or is not presented at all. The statement of
Hertz, "The physics of electromagnetism is Maxwell's equations.” expresses clearly
the attitude of overemphasizing the quantitative side and even denying the
existence of qualitative models and questions about the underlying ontology as part
of physics. If qualitative models are presented, their limits and questions about
these limits are, in most cases, left aside. Inconsistencies are overlooked or hidden
under shallow explanations with the excuse that, as a rule, students would never
detect these inconsistencies and would only be confused by any further and more




detailed explanation. Worse yet, there may even be a belief that students should not
worry about ii..onsistencies; truth is within the equations themselves.

This point of view and the established practice are to be challenged for the
following reasons:

1. There are many hints that physicists who are working in new fields, and other
experts who have to apply their knowledge in a creative way, are permanently using
qualitative models or concepts in an implicit or explicit way. Einstein, who said
about himself that he was weak in calculus but strong in handling pictures and using
spatial imagery, is a famous example to support this statement. it is an open
question to what extent this qualitative expert knowledge could be made explicit
and be supportive for better teaching.

2. Itis unknown and difficult to detect to what extent students are, in fact, aware of
inconsistencies and missing reletions between qualitative models or have the
capability to see these discrepancies. It is unknown to what extent this may cause
them to experience failure and frustration and inhibit interest and motivation for
further learning in this field.

3. It is unknown to what extent the teaching of the underlying qualitative models
and the application of consistent qualitative reasoning can support physical intuition
and the capability of problem-solving.

4. There are indications that better modelis can be developed and presented to
learners --especially with regard to modern computers and their ability for animated
and interactive graphical representation. The introduction of the computer as & new
medium for teaching will, therefore, have a strong influence on the way physics is
taught. Such a medium is asking for a revision of all qualitative ideas, models and
concepts.

5. Cognitive science and artificial intelligence have made promising advancements
in the development of concepts and methods for qualitative reasoning which shouid
be fruitful for teaching and learning.

The project described in the following paper concentrates on electricity. This field
was chosen because of its importance as a basis for modern technology and because
it is traditionally known to be very abstract and difficult to understand. Even small
progress in this field would therefore have a positive influence on a broad field of
applications. The objectives of this project are to find the answers to the following
questions:

1. What are the most common discrepancies and inconsistencies among qualitative
concepts offered in traditional teaching?




2. Is it possible to develop a consistent qualitative concept for electromagnetism
which could be used in a generic form to support an introductory course and which
courd be developed in a consistent way when more facts and phenomena are
presented and higher levels of abstraction are sought?

3. What are the underlying ideas and principles which are helpful in finding these
discrepancies and inconsistencies and which could be used in a constructive way for
revision and further development?

The answers to the first and second questions raquired the most time and effort.
They are described in Chapters Il and Il of this report. The answers to the third
question evolved at the very end when a series of examples for discrepancies and
inconsistencies were visible in comparison with the new model and the common
structure could be found. Once formulated, these basi- ' 3aracteristics can now be
presented at the beginning to clarify the underlying moc - and to indicate the level
of abstraction. Thisisdone in the following part of this chapter.

QUALITATIVE CONCEPTS IN ELECTRICITY

Almost any physics curriculum 0. major textbook starts with mechanics which is
regarded as a more fundamental subject, not only historically but also by virtue of its
basic principles such as force, acceleration, energy, momentum, and so on.

It can, therefore, be assumed that most of the students who start learning about
electricity do have a more-or-less well-structured knowledge of Newtonian
mechanics which may sometimes be in conflict with, or overruled by, common sense
interpretations of mechanical problems due to daily life experiences.

It is a well-established fact that this knowledge about mechanics is normally limited
to certain standard problems and cannot be easily applied to unknown tasks by most
of the students. Nevertheless, it can be assumed that most students have developed
some kind of Newtonian view when they analyze interactive particles and that they
come to the following conclusions:

Materialistic objects with well-defined surfaces interact when they come too
close to each other. Within the region of contact, action and reaction forces are
created due to Newton's Third Principle and these forces are the cause of elastic
deformation, deceleration and acceleration. In addition to Newton's Third
Principle, it is postulated chat there is no action at a distance.

The important characteristics for this kind of analysis are:

- independent objects and systems of objects
- interaction due to action and reaction forces at the same point in space

10
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- causality relations between force'and acceleration and
- continuous change in space and time.

Moving to the electrical worid where Coulomb's Law describes the basic
phenomenon of interacting charges, a new kind of interaction has to be analyzed
whcre action and reaction forces are created at adistance. This task is accomplished
by introducing the concept of charges and fields--a concept which is strongly
supported by quantitative methods.

The important point is that qualitative reasoning about this new kind of Coulomb
interaction, using the concept of charge and field, cannot develop harmoniously out
of the mechanical approach. There are not only some fundamental differences but
also some fundamental discrepanicies between these two qualitative approaches.
These discrepancies (which are described in iiie following chapter) are connected to
scme basic procedures which are believed to be of general importance for
qualitative reasoning:

- the definitions or constructions of basic objects
- the way in which causality is used to structure the interaction between these objects

In mechanics, the application of Newton's Third Principle provides a basis for such a
causal relation by introducing action and reaction forces for any locality of
subsystems which are involved in the interaction. It is mainly this aspect of locality
(the fact that action and reaction forces are created at the same place) which is
missing in the electrical case. The electric or magnetic forces are described to exist at
different places in space, and no mechanism is offered to construct a connection
between them. The question is how this fact limits the possibility for students to
reason about causality and, more seriously, to learn with understanding.

In the following chapter, some implications for qualitative reasoning are outlined
which connect to object definition and causality.

OBJECT DEFINITION

When a mechanical system with two colliding objects or point masses is to be
analyzed, the definition of the isolated objects and the structuring of the interaction
phase is straightforward. There are many different ways and methods to establish
these definitions independently and to agree about the underlying principles such as
isolated objects in space, the process of interaction including elastic deformation,
and forces due to "action equals reaction”, deceleration, acceleratiun, and, finally
again, separation into isolated objects.

The analogous case of two colliding charged objects presents a new and difficult
problem. The fundamental objects involved in this process are charges and fields,

11




4nd these objects cannot be defined independently but only in mutual dependence.
Charges and fields can only be detected and defined in the presence of other
charges and fields and only through the result of interaction. From the inception, |
charges and fields are at the same time representations of interaction and of |
isolated objects. This is a basic difference in comparison tc the mechanical world, |
and 't imposes a basic difficuity for qualitative reasoning. In the electrical world, the }
basic primitives are more the 7esult of construction by the human mind than <
determination by nature. This implies a difficulty for all following steps when new |
facts or knowledge have to be acquired. If charges and fields are seen as individual, ]
isolated objacts (and this reflects the common practice), then the mechenism of
interaction is hidden behind a formal product of charge and field (F=qxE). Because
there is no way to explain how, and within which volume, this interaction takes
place, qualitative reasoning may be misled cr totally blocked.

When moving charges and, therefore, magnetic effects are involved, the definition
of the magnetic field as an object a.:ses again in an even more comp:icated form.
The magnetic field as an object is created by the movement of charges and can exist
as a wave in space a long time after the cause of its creation (the movement of
electrons) has already disagpeared. This constitutes a very peculiar way to create an
object which has no analogy in mechanical problems. In mechanics, a constant
movement is just a matter of the frame of reference; and the laws in physics should
be invariant with respect to them. The magnetic field, however, is sai* o be caused
by such a movement. On the other hand, the magnetic field ca~ disappear an- be
transformad to an electric field when changing the frame of refere: ce. Electric and
magnetic fields become components of a 4-dimensinnal tensor with hardly any
connection to a qualitative concept.

When looking for quantitative solutions, these arguments are of no real concern
because the system of differential equations always involves integration of the
whole system and does not depend on the interpretation of cbjects and interactions.

The work presented here is, however, concerned with teaching physics and the
importance of qualitative reasoning. In the light of the new computer tools for
animation and interactive graphical representation, the following questions arise:

- What kind of basic primitives should be selected as a starting pownt for
qualitative reasoning within the curriculum of electricity?

- What are the basic objects and mechanisms and hov n they be
represented, reasoned over and displayed so that further learning s
supported ard not hindered or blocked by misleading derivations?

- What kind of basic principles can be offered as a ground for causal
argumentation which connects qualitative reasoning in the mechanical world
with the new electric phenomena and which still leads to correct physics?

12
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Preliminary answers to these questions are proposed in Chapters Il and iil of this
report. In this approach, the basic objects for qualitative reasoning in electricity are
defined in a broader and more general sense than charges and fields. The notion of
distortion in space is proposed to characterize charge and field occupying a certain
volume and expressing a certain symmetry. Magnetic effects are derived from a
change in symmetry due to the velocity of the charge carriers together with some
basic assumptions derived from the theory of special relativity.

These proposals and .1e derived representations have to be regarded as a first step.
They are constructed as a tocl to improve learning with the focus on qualitative
reasoning. They are not meant to represent correct physics from the very beginning.
The problem does not lie in the development of learning tools which avoid any risk
of misinterpretation in the light of the established theories of physics. The problem
is to minimize and to control these risks while giving support to a step-wise
development from the mechanical world towards the electrical one and offering a
concept without basic discrepancies or conrusing open ends. Studies about the
reaction of students who work with these materials will help to determine the
direction of further development.

QUALITATIVE REASONING AND CAUSALITY

Newton's Third Principle - In the mechanical example of two colliding objects or
point masses, the implication of Newton's Third Principle as a basis for causal
explanation represents a standard approach to analyze such a collision and to derive
such a fundamental law as conservation of momentum. To make this analysis and to
apply Newton's Third Principle is not a trivial task; causality is not built into nature
but is dependent on the applied theory and the underlying principles. In mechanics
courses, this principle, however, is introduced as a fundamental one; and no limits
are presented--especially when systems of interacting particles are to be studied.

When Newton's Third Principle is applied in a straightforward way to the interaction
betwaen charges and fields and especially to the interaction between magnetic
fields and moving charges, qualitative reasoning is faced with a new and basic
discrepancy. The locaiity of Newton's Third Principle gets lost. Equal and opposite
action and reaction forces can no longer be defined at each single point in space but
only for the whole system, and no mechanism is presented to explain the
interrelation between these single forces at different places.

In the case of the magnetic interaction, a single force acts on a moving charge carrier

within a magnetic field which resuits in an acceleration of the charge carrier
perpendicular to its velocity. There is no local reaction back onto the magnetic field.

13
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Such a single force or a single acceleration is a contradiction to Newton's Third
Principle. For the magnetic interaction, this principle is only fulfilled when the
reaction of the moving particle with the complete system is taken into account. The
principle is, however, not valid on a local scale.

Also, in the case of the Coulomb interaction between two particies, Newton's Third
Principle cannot be applied in a completely analogous way to the mechanical case.
The Coulomb forces between two charged carriers are equal and opposite, but they
do not act at the same point in space. Each charge carrier experiences a single force
due to its interaction with the field; but locally, there is no reaction back onto the
field. This reaction force is found when the ferce on the opposite charge carrier is
taken into account. This reaction force, again, is the result of an interaction of field
and charge with no reaction back onto the field.

There is no quaiitative explanation fer this new kind of mechanism between two
action and reaction forces acting at different points in space. This missing
information severely limits the potential of qualitative reasoning learned so farin
Mechanics.
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Continuous Change in Space and Time or Action at a Distance - The majority of the
problems treated in electrostatics, and dc and ac currents, are static or quasi-static

cases. The distribution of the charge carriers is either static or stationary, and
Coulomb's Law and Kirchho#f's Laws only describe these states of equilibrium. These
laws do not tell how the system is changing from one state to the other or how the
new state of equilibrium is reached. They are even invalid during the time interval
of change-or, in other words, these laws are acausal to change. Qualitative
reasoning based on these equations is, therefore, limited to static cases and cannot
cope with changes in time. Knowledge about change has to be handled in the form
of knowledge about a series of equilibrium states, and this may seriously limit the
development of physical intuition and the capability to accomplish tasks such as
trouble-shooting.

A simple example for such a limitation is the change of the electric current within an
electric circuit due to a change of voltage or resistance. In the absence of action at a
distance, the change of the current has to start at a certain point within the circuit,
and this cha.-ge has to spread out around the whole system.
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Transition Between States of Equilibrium
when Doubling the Voltage

The time for this process 1s rather short and can be neglected for a quantitative
analysis. For qualitative reasoning, however, it seems to be important to know how
this change of the current is started, how it is transmitted and what mechanism
determines the new state of equilibrium. Certainly this change cannot occur
simultaneously for all points of the system because this would include action at a
distance. Ohm's law and Kirchhoff's Law are even counterproductive for qualitative
reasoning about this process. The question is whether a student, who can treat this
process explicitly and who can qualitatively reason about the connection between
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different states of equilibrium, reaches a better understanding and whether this
activity supports the integration of knowledge about different parts of the system.

Another example for the importance of change is the charging of a capacitor. The
equations can describe the starting and the final state and can also describe the time
dependence of the charge flow into the capacitor. The change of the electric field
within the capacitor can, however, only be represented by a series of static pictures
with different densities of parallel lines indicating the change of the field strength.
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Charging of a Capacitor

The problem is that the actual, continuous change of the field strength cannot be
shown. The field strength cannot at the same time be changing and identical all
across the capacitor because this would imply action at a distance. The increase of
the field strength can also not start from one or from both sides and travel out in
space towards the other side. This would imply an open field line in space which can
be exciuded due to Maxwell's equation.

This is a fundamental problem which has led Maxwell to the invention of the
displacement current and the formulation of his equations, solving the problem in a
quantitative way. For qualitative reascning, this problem can, however, arise much
earlier within the learning and understanding process. The question arises, how
much is gained for the support of physical intuition and problem-solving when this
information about change is provided and integrated into the learning process.
Also, this knowledge could lead to different types of questions about the underlying
principles of the system and to a selection of different tvpes of probiems to focus on.

Relation Between the Microscopic and Macroscopic Level - The kinetic gas theory is a
classical example to demonstrate the power of causal explanations on a microscopic

16
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level for a large number of macroscopic effects. Statements on @ macroscopic level,
like

“In thermal equilibrium, each part of the system has the same temperature.”
or
"Heat always flows from higher to lower temperature.”

do more to describe than to explain. The change from the macroscopic to the
microscopic level and the use of the kinetic gas theory to describe heat flow is richer
in explanation than description. This should be true for any macroscopic quantity
which evolves from an underlying microscopic model.

Electricity is a subject with a distinct microscopic level based on electrons, their
movement, and their interaction with matter. For this area of physics, it should,
therefore, be possible to make a close connection between macroscopic and
microscopic effects. Such a link, however, is not found in every case; and the search
for it may lead to inconsistencies--not according to the laws of physics but to the way
they are presented to students.

In the area of electrostatics and electrodynamics, the concept of current and voltage
are treated in a different and inconsistent way according to the macroscopic and
microscopic level. From the beginning, the current is explained on a microscopic
level. Kirchhoff's First Law is, for instance, explained by the Principle of Conservation
of Charge and the movement of electrons within a closed circuit. For electrostatics,
the voltage also is connected to a microscopic level. The work done by separate
charges explains the electric energy which is then used to define the voitage. In
electrodynamics, however, the voltage is only connacted to potential difference
which is directly related to energy considerations. The main problem is not that the
microscopic explanation for voltage is missing. The real problem is that a student
searching for such an explanation would be confronted with a contradiction. The
contradiction arises from the following facts:

- In electrostatics, the concept of voltage is connected to separated charges.

- For the dynamic case of a constant current flow, the microscopic model predicts an
identical situation between two cross-sections before and after a resistor. The
same number of electrons is drifting through these cross-sections, and also the
field is the same.

- Between these two cross-sections, there is a voltage drop but no explanation on a
microscopic level.

The conclusion that there is no microscopic differerice between these cross-sections
according to the model for the current would lead to the contradictory result that a
voltage drop can exist between two points which are identical on a microscopic
scale. This is contradictory because one could change the scale continuously from the
macroscopic to the microscopic scale and ask when the voltage would disappear.

17
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There would be no answer. A solution out of this problem would be to assume a
difference between the voltage in electrostatics and electrodynamics but this
assumption is also not supported by Maxwell's theory.

Same Current
Same Field

Voltage Drop

What corresponds to the voltage drop?

For qualitative reasoning, such considerations could act as a block and could prevent
further progress. The question is whether students detect this discrepancy on their
own and how they react in case they do. Another question is, what amount of
qualitative reasoning and physical intuition about voltage and current can be
improved by explicitly teaching a micrescopic model for voltage. A proposal forsuch
an approach is presented in Chapter Il based on the concept of surface charges which
are present when a current is flowing through a conductor. This concept of surface
charges relates to a rather small effect which is normally neglected in any
quantitative approach. For qualitative reasoning, however, the size of an effect is
relatively unimportant; what is important is the fact that it exists at all and that it
plays a causal role in the ensuing behavior.

The Meaning of Differentials - The formulation of Newton's Second Law as a
differential equation and the expression for the kinetic energy as a first integral
reflects the relation between the microscopic causal explanation and a macroscopic
description.

F = mdv/dt = md2s/dt2



2 2
Fdx =|m & dx = mvdv =1 mvs )
dit 2 21

The differential equation relates to a causal explanation which holds for every single
point mass. If this mechanism is formulated correctly, then the right answer for a
macroscopic solution follows as a consequence of integration over a microscopic
mechanism.

The same characteristic for a differential equation holds for other areas like
thermodynamics. The heat flow down a long rod can, for instance, be described as:

j = -k dT/dX

N
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Heat Flow along a Rod

j" is the energy transmitted per unit area and per unit time, and dT/dx is the
temperature gradient. This equation reflects the fact that the change on a
microscopic segment is important for the underlying process. If the thermal energy
would be transported in the form of radiation, the distance x would be of no
influence and the thermal flux would only depend on the temperature difference
between the ends of the rod. The heat transfer in solids is, however, a diffusion
process with collisions after short distances; and solutions to real problems are
obtained by integration of the above equation and the underlying microscopic
mechanism.
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Maxwell's equations are seen as classical examples for the power of mathematical
formalism to describe nature and to make predictions. The differential equations are
often interpreted as if they reflect a causal relation on a local scale and, therefore,
render the correct solution through integration.

This causal interpretation of Maxwell's equations has been criticized. The main
question is whether, for instance, the local change of an electric field and the change
in time of a magnetic field are causing each other or whether they are merely
coexisting and caused by something else. The problem stated here can be described
with two simple examples: the Law of Biot Savart and Faraday's Law. Both laws
have served Maxwell as one of the starting points for the formulation of his
equations.

Starting from measurements of forces between a long wire carrying current and a
magnetic pole, Biot and Savart proposed a relation between an element of the
magnetic induction dB and an element of the current | dI.

dB = k!dl/r2

In integrated form this law is known as Ampere's Law

Bdl = '70'

In analogy to mechanics or thermodynamics and tempted by the similarity of the
differential and integral expressions, one could argue that there is a causal relation
between | dl and dB which only has to be integrated to give correct macroscopic
results. The tact is that Biot Savart's Law alone leads to a strict contradiction of
Newton's Third Principle. Two current elements would exert different action and
reaction forces on each other. Only Ampere's Law and considerations about the
complete closed circuit lead to meaningful results in accordance with such a basic
rule as Newton's Third Principle. The separation of a closed current | into single
elements Idl is a mathematical procedure with rno corresponding physical
_counterpart.

A similar problem arises when electromagnetic induction is studied as expressed by
Faraday's Law:




This equation is usually interpreted as a causal relation. The change of the flux
through an area surrounded by a conductor is causing a voitage that appears across
a gap in this conductor. The same (causal) relation is reflected in the corresponding
differential equation

curl E = - dB/dt
as one of of Maxwell's equations.

Qualitative reasoning, however, is not supported by the quantitative approach
because no mechanism is offered which connects the change at each point within
the area of the loop with the conductor at the border of this area. What is even
worse for traditional teaching is the fact that the interpretation of Faraday's Law as
a causal relation may be misleading or even incorrect. There are strong arguments
for a reinterpretation of Faraday's Law and Maxwell's equations which state that

curl € and dB/dt

are equal and coexistent but not causing each other. This relation could be
expressed in the following form:

Rotational - Change of
Electric Field Coexistance Magnetic Flux

Causal
Relation

Movement of a conductor
Acceleration of Cisarges

The cause for these two 2rpressions is due to a different part of the system where
charge carriers have been moved or accelerated. Such a reinterpretation wouid have
major effects on larger parts of the physics curriculum. As shown in Chapter lil, such
a reconstruction seems to be possible within the frame of a consistent gualitative
approach. This approach is based to a large extent on a relativistic change of the
symmetry of Coulomb interaction.
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Symme:ry and Causality - Symmetry arguments are a powerful tool for teaching and
[éarning in many respects. They can be used to simplify prcblems, to exclude certain
types of solutions, to poirit to essential constraints or preconditions, and to render
plausibility arguments tor certain assumptions or axioms. The importance of
symmetry arguments for problein-solving is unquestioned and they are used
wherever possible. The domir ance of the quantitative approach in teaching physics
is, however, not supportive in this respect because the symmetry is often not
explicitly shown by mathematical equations and has, in most cases, first to be
derived before it can be of any use. Symmetry is, however, more obvious for
qualitative concepts and for the way they are represented and can be used
extensively when arguing on the ground of a qualitative concept.

There are different levels of symmetry connected either to visual objects, icons, and
other graphical displays or to more general and abstract notations relating to field
characteristics like curl and div or to system behavior and motion. These different
levels and dimensions of symmetry have to be developed and will serve as a base for
understanding physics and as a powerful qualitative tooi for rearranging, exploring
and constructing new knowledge and inventing new devices in physics. Indeed such
a new qualitative thecry may provide a bridge between the study of physics and the
use of physics.
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CHAPTERII

BASIC ELECTRICITY

INTRODUCTION

In the following chapter, a course in Basic Electricity is designed covering the
concepts of current, voltage and resistance, the subject area described by Ohm's Law
and the two Kirchhoff's Laws. It is a primary concern to develop a set of consistent
quali‘ative concepts which can serve as a frame or base for quantitative analysis.

Knowledge about quantitative physical expressions and practice in solving the
adequate problems may lead to a tacit and implicit understanding of the underlying
ontology, but often it will not. It is our belief that such knowledge can be made
explicit, can lead to deeper understanding, can support physical intuition, and can
enhance the capability of problem-selving.

For the development of such qualitative concepts, the underlying primitives and the
mechanism of the interaction have to be treated in detail and have to be related to
macroscopic effects. This involves, for instance, the question: What microscopic
differences at two measurement points are responsible for a voitage drop between
these two points? Further, it is necessary to treat changes between states of
equilibrium explicitly. This invoives questions such as:

- How is information of a voitage change transmitted to all parts of the system?

- How is the information of a change of a resistor transmitted to a branching point,
and how is the current redistriouted according to the new state of equilibrium?

- How are all parts of a system informed about the fact that a switch has been
opened or closed?

Finally, it seems to be necessary to explicitly mark the unique features of the electric
current in comparison to a mechanical flow of matter so that the risk of incorrect
analogies is minimized. This includes, for instance, the question of how the electric
energy is transported in comparison to mechanical systems.

Within the frame of a qualitative concept, these and similar questions (which could
also include semiconductors) should be answered in a consistent way. It is hoped
that *nis approach, when integrated with quantitative methods, will help the
student to develop physical intuition and to improve his or her other abilities to
solve problems within new areas.

It is assumed that at the beginning of this course the students have built some simple
circuits on their own and that they know the following facts:

- A closed loop built of conducting material is necessary for an electric current to
fiow.

23




W:ﬁ?

24

- Each element of an electric circuit (like a bulb, a resistor, or a motor) has two
terminals which have to be connected to the two terminals »f the voltage source.

- Each circuit needs at least one voltage or energy source to function.

- Aswitch is used to open or close the loop of conducting material.

THE ELECTRIC CIRCUIT AS A. TRANSPORT SYSTEM
MECHANICAL ANALOGIES AS A STARTING POliv.

In general, the electric circuit can be interpreted as a system to either transport
energy or information. Both functions are of fundamental importance for
technology and have a strong influence on our daily life. Itis hard to imagine what
society would be like without them.

Teaching electricity in connection with these basic technologies has to deal with the
fact that both, energy and information, are rather abstract notions. Especially with
energy, most people have developed some ideas about this concept and the
transportation mechanisms which are strongly connected to mechanical objects like
charcoal or oil and mechanical transportation systems like a pipeline, a water
heating system, etc.

Understanding basic princioles of the electric circuit requires that this knowledge
about mechanical systems or models be changed or reconstructed and that some
new aspects of electrical phenomena with no analogy to mechanical systems have to
be learned and understood.

In order to suppor: qualitative reasoning, it seems to be crucial to prepare this
reconstruction of mechanical knowledge and the transition from the mechanical
towards the electrical world with great care and to offer a variety of material to
support individual exploration and exercise. Otherwise, there is the constant threat
that incorrect mechanical analogies structure implicitly the knowiedge about
electricity wnich then can lead to a series of incorrect expectations,
misunderstandings, and failures.

An example of such a misleading mechanical analogy can be found in modern
textbooks where the electric current is compared with cars on a highway or with
some strange creatures carrying energy around. In these models, the single particies
which symbolize the current flow, possess their own transportation mechanisms.
Within a certain range, they can act in an isolated way. At a branching point, these
particles have to "decide” where to go; and the speed of energy flow is bound to
the speed of these moving objects.

Within an electric circuit, the interrelation between the moving electrons,

constituting the current, and the atoms of the conducting wire is of much larger
influence than the aspect of single, isolated electrons. The electrons can only move

24




25

in a closed circuit as an ensemble. There is no place for individual movement. This
last statement is not true in an absolute sense. Even an electron gas wit~1 metal or
within a resistor is not absolutely rigid but can rearrange itself due to changing
external forces like a changing emf or a changing magnetic field. This
rearrangement of the electron gas is, however, much smaller than can be predicted
from any mechanical analogy.

Because of this strong coherence between the electrons of the electric current, the
flow of energy which is transported by the electric current is completely
disconnected from the movement of the charge carriers. The energy can be
interpreted to flow with tne speed of light while the electrons move only very
siowly.

A mechanical model, which could serve as a good starting point for the
development of such knowledge, is a transmission beit or a "stiff” (only slightly
compressible) ring while any system with individual or quasi-isolated elements is
strongly misleading. As a first step in teaching electricity, different mechanical
systems should be compared which have circular symmetry and which can transport
eneigy. The objective of such an introduction would be to filter out the model
which has the largest number of attributesin common with the electric circuit. Some
of these attributes are:

- Assingle source »f energy is responsible for the whole system to move or to
function.

- The functioning of the system depends on the circular movement of all elements as
an ensemble and not on the movement of single, isolated particles.

- The energy is not transported in close connection with the moving particles but in
an independent way, connected to the transmission of force and movement by the
complete system.

The use of well-chosen mechanical analogies can support the task to rearrange
mechanical knowledge and to understand the importance of certain system
features. It can, however, also mislead further learning and block full insight if it is
taken too literally and if the basic differences between the mechanical world and
the electrical one are not explicitly taught. Some of these basic differences are:

The range of interaction between mechanical and electrical objects is quite
different. Electric interaction reaches out in space. Mechanica! interaction,
besides gravity, is limited to immediate coatact.

The nature of the interaction is differer... Mechanical interaction, besides gravity,
is connected to the fact that the same space rannot be occupied by two material
objects at the same time. Different electric fields, however, superimpose at the
same place.




- The order cf magnitude of the forces between electrical and mechanical objects
(the ratio of force over mass in the mechanical and the electrical world) i<
completely different (some 40 orders of magnitude).

SIMILARITIES AND DIFFERENCES BETWEEN MECHANICAL SYSTEMS AND THE
ELECTRIC CIRCUIT

There are quite a variety of mecharical systems which, in common with the electric
circuit, show some kind of circular flow or movement of matter and some kind of
energyy transportation. Some examples for such mechanical systems are:

- achain of trucks transporting charcoal

r'77rr

- atransportation beit




- awarm water heating system

- a bicycle chain

- atransmission belt
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ISOLATED ELEMENTS AND SYSTEM COHERENCE

As mentioned earlier, the chain of trucks is found in some textbocks as an analogy
for the electric circuit. The same idea has led other authors to invent an artificial

system with special features to carry the energy around.
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Misleading Models for the Electric Current
(from a Textbook and a Curriculum)

In these two systems there is a striking and fundamental difference with respect to
the electric circuit which is bound to the fact that the moving particles have their
own transportation mechanism. They can stop individually, their interrelation is very
weak, and the energy is moving exactly at the same speed as the moving particles.
All of this is opposite when looking at the electric circuit. Although it can be
assumed that there are single electrons moving around in ihe circuit, they cannot
move individually but only as an ensemble. The demand for neutrality within the
conductor imposes the same density of free electrons all around the entire circuit. In
addition to that, the movement of the energy is completely decoupled from the
movement of the electrons.

There are a series of consequences in connection with these different system
attributes which render these mechanical systems useless or even counter-productive
when taken as analogies for the electric circuit. In this course, they will be used as a
negative example in order to point out the importance of the system coherence in
comparison with isolated particles and to demonstrate the negative consequences of
poor analogies.

TRANSPORTATION OF MATTER INSTEAD OF ENERGY

It is common practice for most people not to differentiate very precisely between
matter and energy when, for instance, charcoal or oil is transported by any kind of
transportation mechanism. Itis clear that in these cases it would be more precise not
to talk about energy transportation at all. The amount of energy which is connected
with oil, for instance, is strongly dependent on the amount of oxygen available at
the burning place; and this oxygen has not been transported at all. In this course,
these mechanical systems (like a transportation belt) will not be used as the starting
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point to learn about basic electrical facts but only to point out basic differences
between mechanical and electric transportation systems.

TRANSPORTATION OF MATTER TOGETHER WITH ENERGY

In the case of a warm-water heating system or a water pipe system within a hydraulic
power plant, there is energy transported together with the water (or the steam)
either as thermal energy or kinetic energy of the moving medium. These models are
found in some textbooks, and they seem to be quite easy for students to understand.
A discrepancy arises when information is presented about the drifting speed of free
electrons and the speed of the energy flow. In this respect, the two systems differ
completely; and any conclusion by analogy fails.

AN OPEN WATER CIRCUIT UNDER THE INFLUENCE OF GRAVITY

A final negative example is a water circiit where the main driving force for the
water flow is due to gravity while at the lowest place a pump lifts the water up again
to close the circuit. Such a model is used in many textbooks when the notion of
voltage is introduced. |t is quite tempting to use this model because the similarity
between the gravitational field and the electric field helps to "explain” some basic
features about the voltage in series and parallel circuits. -

There are, however, also some basic differences --especially when the water system is
open (like a river). In this case, the coherence of the system is very weak. Changing a
resistor will lead to overflow and not to a change of the current within the whole
system.

TRANSMISSION OF ENERGY BY FORCE AND MOVEMENT

Mechanical systems like a bicycle chain, a transmission belt, a "stiff” ring, or a
slow-moving hydraulic system have in common that the energy is transmitted
through force and motion or, in more physical terms, in the form of physical work.
This is a basic structure which also holds for the electric circuit and which is one of
the basic factors to explain the coherence of these systems. The mechanical example
of the "stiff" ring has the advantage that both the pushing and the pulling force can
be applied in analogy to the attractive and repulsive forces between positive and
negative charge carriers. One of the main drawback of these solid mechanical
systems lies in the fact that, first, the "stiff" ring is an unusual device and, second,
parallel circuits are hardly possihle to simulate.

With hydraulic systems, parallel branching comes in a natural way; but these systems
aliow only pressure and no pulling forces. You cannot pull on water but only take
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the air out and rely on the fact that somewhere air pressure will push onto the
water. Moreover, a water circuit for energy transport normally allows the water to
flow at high speed. Energy s then transported as kinetic energy of the water which
leads to inconsistencies when compared with the electric current. A more correct
analogy is a hydraulic system with slow-moving water under high pressure. Such a
system, however, has never been built to transmit energy because it would be rather
inefficient and the fitting and leaking problems would be hard to overcome. The
only practical solution for a slow-moving water circuit is found in a hydraulic system
where the fluid is pressed through some kind of a resistor or valve. Such a system,
however, cannot transmit energy on any reasonable scale.

There are more basic differences between a hydraulic system and the electric circuit.
The mechanical flow is caused by contact forces acting through the whole volume.
In the electric circuit, the electrons are interacting via field forces with distant
charges. In the mechanical systems, energy can only be transformed by force ana
motion. In the electric circuit, there are many different kinds of energy
transformation --especially the magnetic coupling to the outside world.

CONCLUSION

The electrical system has some attributes of the "stiff" ring as well as some attributes
of a slow-moving hydraulic system. It allows pushing and pulling forces and parallel
branching; and, in addition, it can transmit energy on a very wide scale.
Furthermore, it has a series of new and unique features which have no analogy
within the mechanical world. In this course, the development of knowledge about
electricity, therefore, starts with proper mechanical models like a "stiff" ring and/or
a slow-moving hydraulic system to point out some important features in comparison
with other mechanical systems, thus serving as & guide to structure the
understanding of electricity phenomena. The main task will be to isolate these
features which have value within the electrical world and to integrate them with
new knowledge.

REPRESENTATION OF FORCES

In traditional mechanics courses, forces are described ac vectars and are represented
as arrows. This representation is very useful for graphical solutions, and it supports
vector calculus. There are, however, some drawbacks in respect to learning and
understanding. The represen...ition of a foree as an arrow and the fact that an arrow
is in itself a complete figure or symbol can lead to the assumption that asingle force
can exist and be represented by a static symbol which is, of course, incorrect. There is
either an acceleration, or the action and reaction forces add up to zero.
Nevertheless, there are many cases where the reaction forces are neglected,

31




32

suppressed, or merely overlooked; and this may be tempting due to the fact that an
arrow is a complete figure and that this kind of representation does not ask on its
own for the representation of its counterpart.

Another drawback is connected with the fact that an arrow always has only a single
point of attack and that this arrow representation does not support the qualitative
concept of surface or volume forces or tensions. However, only volume forces can be
qualitatively connected to real phenomena, and forces acting at a point are an
abstraction just as point masses are.

This question has a specific importance for the electric interaction where the actual
place of interaction is not immediately clear. The use of a one-sided symbol could,
therefore, work against a crucial understanding of the underlying mechanism. It is
an open question whether, and to what extent, students are confused or misiea by
this abstract representation of an abstract concept.

For the following course, it is proposed that, as a first step, the ellipse be used as
representation of a force and that the vector representation be introcuced in
paraliel or at a later time. The ellipse represents a volume of interaction rather than
interaction at a point and along a single line. Moreover, half of an ellipse is
immediately seen as incomplete; and the representation itself leads to the search for
the reaction forces.

The following pictures demonstrate how ellipses could be used parallel to arrows to
represent interaction between colliding objects.
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Different Representations of Forces

The representation of forces as ellipses has, of course, also its drawbacks. An ellipse
does not reinforce the center of interaction as an arrow does, and vector addition is
not supported. These two representations have dual properties and when used
alternatively, could help the student to differentiate between representations and
concepts or, more generally, between the name and the object. At the end of each
course, when quantitative considerations are dominant and when forces have to be
superimposed and decomposed, only the vector representation is suitable.

THE STRUCTURE OF COULOMB INTERACTION
COULOMB FORCES BETWEEN CHARGED PARTICLES
In order to explain the cause for current flow, it is necessary to start with the

Coulomb interaction between charged objects and, as a thought experiment,
between two isolated electrons.

A system with separated charges can be created by rather different mechanisms.
Forinstance:

- chemical interaction
- mechanical surface interaction
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- electromagnetic interaction
- photo-chemical interaction

As a result of any such interaction, repelling or attracting forces occur depending on
the sign of the charges. In this course, the Coulomb interaction is used only in its
qualitative form:

- more charges lead to a stronger interaction
- larger distances lead to a weaker interaction

in the following picture, this interaction is represented in two different ways. The
representation with arrows focuses on the center of the charges, and the ellipses
emphasize the space between the two objects.
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Different Representzation of Coulomb interaction

This immediately raises the important question of where the interaction actually
starts and in what qualitative way this interaction could be structured.

In traditional physics, charges and fields are defined as separated objects; and the
interaction is constructed as a local event at the center of the charges, expressed as a
product (q x E). This construction implies that the locality of Newton's Third Principle
is being replaced by two action and reaction forces at different points in space. in
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this construction, a charge can be accelerated by a field, but there is no reaction
directly back onto the field.

As argued eariier, it is proposed here to introduce different kinds of objects and
interactions as learning tools which do not originally rely on definitions for
measurements but which support some need for qualitative thinking. Some of these
needs are:

- the concept of an isolated object which can be separated from the rest of the world
and which does not reach out to infinity (as does the field of an isolated electron).

- the concept of an interaction wkere the locality of Newton's Third Principle is
respected, and arguments for attraction and repulsion are available.

- a concept of space to "explain” or argue for the transport of waves.

In the following, it is briefly described how such an approach which fulfills these
needs could be developed by introducing the concept of "distortion of space” or
"change in space" and "overlap of distorted or changed space”. These notions,
however, have to be taken as a first proposal which yet have to undergo a process ot
discussion and criticism. The objectives of such a process should lead to correct
physics and, at the same time, to the development of more powerful tools for
qualitative reasoning which could then lead to learning with understanding and the
development of physical intuition.

In order to develop a new qualitative concept about electricity, it will be necessary to
revise the concept of empty space which seems so natural in organizing our daily life
experiences. The idea that a transverse wave can travel in empty space was,
however, one of the most puzzling ones for physicists from the time, when Hertz
made his first detection. The existence of an ether was at that time an unquestioned
axiom, and the history of physics is full of efforts to defend this concept.

It is assumed here that a student has to undergo to a certain degree a similar process
of reconstruction and development of a new concept of space before the cuncept
and the interpretation of eiectromagnetic fields and waves can be understood.

The following questions could guide such necessary considerations abcut space:

- What is the result of two equal but opposite electric fields which could be
constructed around any material body? Is the result an empty space or a space
with two equal but opposite distortions?

- Could such an "undistorted space” have properties like some kind of elasticity so
that disturbances can travel from one place to another?

- Could an electron or proton be some fundamental unit of distortion in space with
opposite symmetries (like "left and right” or "in and out") which has the pctential
to couple with other objects/distortions?
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Alternative visualisations of charges and fields

- Could the undistorted space have a certain level of noise which hides or limits the
influence of an isolated electron beyond a certain distance?

- Could the overlap of such distortions lead to repulsion or attraction according to
equal or opposite symmetries of the distortions?

The following text does not answers to all these questions. As a first step, however,
the representation of Coulomb interaction does not follow the usual path. Vector
forces applied at the center of charge carriers are avoided and replaced by ellipses
which emphasize the space between the charges. Especially in Chapter lll, the
overlap of charges and their surrounding space is ¢ mphasized and visualized in the
following way:

Visualisation of Coulomb interaction
Such a visualization has, however, no consequences for the derivcd conclusions of

physics but serves primarily to support better understanding. It can always be
replaced by the usual vector representation of Coulomb forces.
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MAGNITUDE OF COULOMB FORCES

The interaction between charged particles is extremely strong compared with
normal mechanical processes or gravity. In the book about his lectures, Feynman
describes the magnitude of the Coulomb forces with the example of two persons
standing 1 meter apart from each other and increasing the number of electrons in
their bodies by 1%. These extra electrons would, of course, immediately fly apart;
they could never be accumulated in the first place. But if they could, the force
resulting from this interaction between the two persons would be comparabie to
the weight of the entire earth.

Another example: If one could separate the electrons and protons of about 1 liter of
Hydrogen, keep these separated charges together, and put one part on the other
side of the earth, the attracting forces would be something like 1t ( 10000 N). It
takes, therefore, only a few electrons to exert large forces; but it is, therefore, also
very difficult to separate charges. The interactions which result in such a separation
are different from Coulomb interactions; e.g., chemical processes, collisions, or
molecular forces.

STATIC DISTRIBUTION OF CHARGES ON MACROSCOPIC OBJECTS

A conductor is characterized by & lattice of fixed positive charges and mobile
electrons. Because of the large Coulomb forces, each single atom has a balanced
number of positive and negative charges. An insulator is characterized by the fact
that negative charge czrriers are iixed to the positive atom cores and cannot move.
If a metallic object is isolated from other objects (like the earth) and is charged
(which means that extra electrons are added), then these electrons have stable
positions only at the surface.

NONNNNNN

Distribution of Charges on an Isolated Conductor

37




38

This is an experimenial fact and is also grounded on theory. It s, however, not
immediately understandable. One could ask why the electrons do not leave the
surface to join their original partners outside or why they do not distribute
throughout the whole volume to increase the distance from their nearest neighbors
from which they are repelled. To answer the first question, it has to be accepted that
the surface of a piece of metal acts like a rather high barrier for the mobile electrons.
Only at very high temperatures can this barrier be penetrated by the electrons. This
capability is use< in electronic tubes to get the electrons into the vacuum. At normal
temperatures, however, the barrier at the surface is too high for the electrons to
overcome.

A uniform distribution all over the volume would, indeed, increase the distance to
the nearest neighbors and decrease the resulting repelling forces. In our mechanical
world where the interaction with the next neighbor is normally the most important,
this expectation is very reasonable. The interaction between charged particles does,
however, nct depend on close contact. The interaction reaches far out into space,
and, therefore, ali interactions with all other charge carriers have to be taken into
account. A uniform distribution all over the volume would reduce the distance to the
nearest neighbors but would at the same time decrease the distance to nearly all
other neighbors and, therefore, increase a'l the cther repeiling forces. It turns out
that for a charged particie within the volume of a charged body, the sum of all
interaction always results in a force towards the surface. The only equilibrium state is
at the surface. Here the electrons are kept in place by two cpposite forces--the
repelling forces resulting from all other charge carriers directed towards the outside
and the forces due tc the surface barrier directed inside. This situation is represented
in the following two pictures for only one electron where either the vector or the
ellipse representation for forces is used. (See FiguresA and B.)
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interaction Between Electrons and the Surface
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CONSTANT ELECTRIC CURRENT AND THE DISTRIBUTION OF SURFACE CHARGES
DEVELOPMENT OF SURFACE CHARG:

In the following diagram, a battery is used as a device to separate charges. This
separation is performed by a chemical process resulting in a st>*e of equilibrium with
a certain number of electrons on the surface of the negative metailic outiet and the
same number of electrons missing on the surface of the other side.

Charged Battery

A dynamic equilibrium is reached when the attracting Coulomb forces between
these separated charges are equal to the separating chemical forces.

If two conductors and a resistor are connected to the battery, an electric current
starts to flow. There are aiso surface charges spreading out all over the circuit within
very short time. The way in which these surface charges are distributed is
represented in the next picture (in a rather crude and exaggerated form).
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Development of Surface Charges

The existen.e of these surface charges and their interaction through space can be
demonstrated with the following experiment.
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Electric Field Lines Around Conductors

For this c «monstration, the circuits are made out of conductive ink and placed on
glass plates (Jefimenko,1963). The change in space arouiid the circuit due to the
surface charges is demonstrated with the aid of grass seeds strewn upon the glass
plate. Grass seeds orient themselves in the neighborhood of charges because they
act like electricdipoles (similar to magnetic compass needles).

GRADIENT IN SURFACE CHARGE

In order for the student to understand the importance of these surface chargas in
respect to current flow and voitage, the distribution of these charges has to be
studied in detail. The following points are of interest:

- order of magnitude of these surface charges
- distribution alona a linear condticting wire
- influence of symmetry and distance




Order of Magnitude - If a current of 1 A is flowing through a wire, there are about

1019 electrons passir g through each cross section within one second. This number is -
so large wnat it has no qualitative meaning in comparison with other values known
from daily life. Because of the enormous strength of the Coulomb interaction and
the very high mobility of electrons in metals, it takes only a few electrons at the

surface of the wire to push 1019 electrons around in a circle and to overcome the
resistance of a metallic wire.

Distribution of Electrons on the Surface - For reasons of symmetry, it can be seen that
theinteraction of equally distributed electrons on the surface of a round wire with
electrons inside the wire cancels to zero . For every small area A containing a certain
number of electrons, there exists another area A' at the opposite side with the same
number of electrons which will balance the interaction with some electron at point
P.

AO

Influence of a Constant Surface Charge
(for Points P on the Axis)

This symmetry argument is exactly true only for points P on the center axis of the
wire. For other points off axis, ', the symmetry argument or'y holds for forces
paraliel to the axis of the wire,

ﬁoToooﬂocoooooooo

Influencz of a Constant Sursface Charge
(for Points P' of Axis)
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The forces perpendicular to the axis, however, have to be zero because otherwise
the electrons would move to the surface and redistribute until there is no longer a
force towards the surface.

To break this equilibrium between equally distributed surface charges and to
produce a driving force for the electrons within the wire, it is necessary to change
this symmetric distribution. On one side, there have to be more electrons than on
the other side, so that the two interactions of opposite areas A and A' do not
balance.

Gradient in Surface Charge Distribution

Influence of Symmetries and Distance - The electric interaction between charges is
dependent inversely on the distance between them. A ring of surface charges
should, therefore, have the strongest interaction with the free electrons within the
same cross-section. Because of the circular symmetry of the wire, however, the
interaction of the surface charges cancel ¢ach other, and there is no net force on
electrons situated at the same cross-section.

.
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Influence of Opposite Surface Charges

When moving away from this cross-section, the components in the direction of the
wire do not cancel anymore; and the resulting forces increase. They reach a
maximum at a distance twice to five times larger then the diameter of the wire. At
larger distances, the interaction vanishes rapidly because the distance increases.
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influence of Surface Charges at Different Distances

It is, therefore, sufficient to study the influence of a particular surface charge at
distances comparable to the diameter of a wire.

For a long and thin wire, it can be shown by calculation that a uniform decrease of
surface charges in the direction of the axis (a surface charge with a constant gradient
in X-direction) results in a uniform and constant force for 2lectrons in the direction
parallel to the axis of the wire. (Walz !1984)

" If the wire is curved or if other wires with surface charges are clos2 together, the

gradient is no longer constant and the circular symmetry of the charge distribution
around the wire may be broken. )

s

Non-linear Distribution of Surface Charges
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There have to be more electrons at the outer part of the curve than at the inner side
to change the direction of the moving electrons inside the wire. Surface charges are,
therefore, only a qualitative indication for voitage. They could not serve for a
quantitative definition as the expression "energy per charge” does.

CONDUCTION MECHANISM AND RESISTORS

The mobility of electrons in metals iike copper is many orders of magnitude larger
than in a resistor. Within the copper wire, the electrons experience a very small
force; and it is possible to think of a mechanism of conduction where the single
electrons are accelerated under the influence of the interaction with he surface
charges and collide with some atoms within the lattice. The number of collisions per

second is high (about 1014%5), and the mean free path between two collisions is
about 10 diameters of a copper atom. In this theory about the meciranism of
conduction in metals, the electrons can, therefore, be regarded as independent
particles which are accelerated for a short moment and than stopped by collision. In
this approximation, the interaction between the free electrons is neglected. In
equilibrium, when the distribution of the surface charges is stable and the electric
current is constant, this approach is correct because the interaction and the enforced
increase of the velocity of the electrons is so very small. Therefore, the density of the
electrons is practically not changed, and the demand for neutrali* is always fulfiiled.

@7® @/7@é

Conduction Mechanism in Metal

The situation is similar to the case where the electrons are drifting along within a
superconductor where there is no resistance and no driving force at all.

The function of a resistor is, in general, to hinder the flow of charge carriers and to
exchange energy. There are different ways to accomplish this function. One
possibility is to reduce the diameter of the conducting wire without changing the
material.
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Resistance Through Reduction of Cross-section

The effect of resistance in respect to electron flow can easily be explained through a
geometric arrangement. The surface charges on the areas A-B-C-D which always
exist in the presence of a changed cross-section, will oppose the effect of the original
charges on the battery terminals and will, thus, reduce the intensity of the current
flow in the conductor. S

The gradient of the surface charge distribution is larger along the thin wire than
along the thick ones. Therefore, a stronger force is exerted on the free electrons
within the resistor leading to a higher drifting speed. The longer the thin wire, the
smaller this gradient will be and this will lead to a sinaller current.

When equilibrium is reached, the same number of electrons will pass through any
cross-section of the system in any given line. The drifting speed, however, will be
different at different cross-sections.

In most practical cases, a resistor is introduced by choosing a different material. Such
a material possesses a higher density of obstacles to electron flow, and/or it offers 2
smaller concentration of free electrons. Both effects normally appear together
within a resistor and can cause a dramatic change in mobility for the e'actrons.

If a uniform conductor and 2 uniform resisto, are soldered together, there exists two
thin areas or better volumes withiri which the change of conductivity occurs. These
areas are represented in the next picture in an exaggerated scale.




Increased Number Reduced Number
of Imperfections of Free Electrons

In the left picture, the filling represents the density of obstacles for the moving
electrons. In the right picture, the density of the free electrons is represented. in
both cases, the function will be the same. Within the area of transition from high to
low values fo: * ~ mobility, there will be on one side a slightly higher concentration
of electrons thai reutral and a slightly lower one on the other side. These extra
charges which are spread out within two thin volumes will have two effects: On one
hand, they oppose the flow in the conductor; and on the other, they increase the
force on the free electrons within the resistor. in dynamic equilibrium the same
number of electrans will flow through any cross-section in any given time. Due to
the extra charges aind the different gradient of the surface charge distribution, the
driving force within the conductor and the resistor are, however, quite different.

To treat the effect resulting from these transition areas seems to be important for
two reasons. First, the principle that nature changes continuously in space and time
is basic for qualitative reasoning. Therefore, the dramatic change in mobility should
not be treated as a step function with no further consequences. Second, this area of
transition plays an important role when the conduction mechanism in
semiconcuctors and the function of diodes and transistors have to be explained.

A last possibility to resist an electron flow is through magnetic interaction from the
outside. In this case, it can be assumed that an additional force from outside is
holding back parts of the electron distribution within the circuit. This leads to a
redistribution of the surface charges within the other parts just as if an ordinary
resistor would have been introduced.

For any of these different resistors, a similar surface charge distribution will occur
which is represented in the followiny picture.
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Surface Charge Distribution
(Circuit with one Resistor)

This picture indicates the principal ideas, it does not represent reality in all respects.
The scale of the different parts is chdsen to optimize visibility, not to represent
reality on a correct scale. Moreover, the cradient in the surface charge distnbution
on the copper wires is not shown because it is too small compared with the gradierit
along the resistor.

A representation of the surface charge distribution in series and parallel cirsuits is
shown in the follcwing picture.
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Surface Charge Distribution in Series ana Parallel Circuits




REPRESENTATION OF VOLTAGE

A completz circuit with an indication of all surface charges looks like the following:

r
I
|

\\

Representation of Voltage

Once the principle of the distribution of the surface charges is understood, a

different representation could be chosen by representing different values of surface

charges by vertical lines of di{ferent length. In this case, negative surface charges are

indicated as lines in the upper direction and positive charges as lines downwards.

This representation is more abstract but better to read, and the gradient of the

surface charge distribution is irnmediately visible. “he same information can be
| prasented by chcosing one side as zero (same height as the circuit).

Representation of Voltage
(Change of Reference Point)
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It is not the absolute value of the surface charges but only the difference between
two points that causes a net driving force on the mobile electrons within the
conductor and the rasistor.

TRANSITION PHASE BETWEEN STATES OF EQUILIBRIUM

When a voltage source is applied to a circuit, the state of equilibrium with a steady
distribution of surface charges and a steady current at every point of the system is
reached after a very short time. After the connection to a voltage source has been
made, the change in charge distribution travels like a wave-front through the circuit.
This conclusion follows from the principle that there is no action at a distance but
that a change can only be transmitted continuously in space and time.
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Knowing the speed of light, it can be estimated that for a circuit of a length of

1 meter, the time to reach a new state of equilibrium is something like 10" seconds.
To come to a better and deeper undarstanding of the underlying mechanism which
controls or causes equilibrium, it seems to be useful, if not necessary, to study in
detail this shcrt interval of time between two states of equilibrium.

Changes take place as a result of a voltage change (a change in the distribution of
surface charges) or a change of resistance. The final result of such a change is a new
equilibrium with a changed intensity of the current.

In the following, the change from one state of equilibrium to another is studied for
the simple case of a uniform system where the resistor is introduced only through a
reduction of the cross-section. The distribution of surface charges along a uniform
circuit with different cross-sections is represented in the fallowing way:

51




g hees
§3

52

A A
Surface | '
Charge : _\ :
Density ;
i \_" |
i !
i !

e e e - 2> A - o>
L I L [
_J Reduced L_ _f

Cross Section
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The transition between these two states could happen in different ways. Here are
four possibilities:

This picture represents the case where ail points along the resistor are
simultaneously approaching the new state of equilibrium. This would
imply action at a distance and can immediately be excluded.
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Here there is a kind of overshooting from state #1 over #'s 2-3-4-5 to
the final state #6.

In this case, the final state is locally reached from both ends towards the
middle. '

6 543 2

Here, the new density of surface charges at both ends is first equally
distributed from both sides towards the center and then refiected until
_ the final state is established
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The central question is: What is the main mechanism which spreads out tt.:
information about change to all different points and defines the new state of
equilibrium. An important aspect for the answer to this question is the fact that
there is a tremendous quantitative difference between the number of surface
charges and the number of mobile electrons. Any mismatch between the gradient
of surface charge distribution which is exerting a certain force on the free electrons
within the conductor and the actual flow of electrors will immediately bring some
new electrons to the surface or take some away so that the correct balance s
reinstalled. This will happen within a rather short time.

Another important aspect is the fact that, due to the random motion of the
electrons, there is a randomly changing charge distribution on a microscopic scale on
any surface and witkin the volume of any conductor. The question, therefore, arises:
How can a change in surface charge distribution be transported over macroscopic
distances when on a microscopic level, any disturbance from equilibrium is smcothed
out within a rather short time?

There is no easy or obvious answer to this question. ltis not true that the current will
start to rise to the new value at one side of the voltage source and that this new
state travels like a kind of a wave-front around the circle. To answer this question,
random motion on a microscopic level together wit'. the involved relaxation times
have to be considered and have to be applied t> the special circuit under
consideration.

For the simplest case of a circuit where the resistor is introduced through a reduction
of the cross-section, the last of the possibilities shown above seem~ to oe
appropriate. In this process, it is assumed that a constant layer of surface charges is
added to the existing one at the two terminals of the voltage source and that this
new state is transmitted around the circuit like two wave-fronts starting from both
sides of the voltage source and meeting somewhere in the middle. When they meet,
there is a strong gradient in a short distance all acrcss the cross-section. This imposes
a force on the moving electrons. A change of the intensity of the current starts to
develop from this point and will then reduce the gradient of the surface charge
distribution in the backward and forward direction until the new state of
equilibrium is reached.

When resistors made of different material exist within the arcuit, similar effects can
oe expected with additional influence from the area of transition and the extra
charges within them.

As a last example, the change of a resistor in a parallel circuit is analyzed. The next

picture represents the distribution of the surface charge when the conne.tion
between B and Cis interrupted.
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Change of Surface Charge
when a Parallel Resistor is Added

When the connection is closed (instantaneously), the large difference in surface
charge exerts a driving force on the free electrons which reduces the gradient of the
surface charge distribution in the backward and forward direction. If the voltage




source is strong enough, the distribution at A and D will not change, and the current
in the lower branch will not be altered.

Due to the larger distance between B' and C', the gradient in the surface charge
distribution will be smaller than along the short resistor; and this results in a smaller
current for the new state of equilibrium. To drive this smaller current from A to B'
and from C' to D within the conducting wire, a smaller difference in surface charge is
necessary than for the larger current from A to B and C to D. These differences
correspond to the difference in voitage drop along the conducting wire in the
parallel branches which are neglected in normal quantitative analysis. Though these
values are small, they are not zero; and this is an important, or even decisive, factor
for qualitative reasoning.

At the branching point, there is, therefore, a different gradient of the surface charge
distribution in the two branches when equilibrium is reached. According to this
difference, the current is redistributed at the branching point. Any further change
of the resistor will lead to a change of the surface charge distribution within the
parailel branches and, therefore, to a redistribution of the current at the branching
point.
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CHAPTER Il

ELECTROMAGNETIC INDUCTION AND RELATIVITY

TRADITINNAL DESCRIPTION OF ELECTROMAGNETIC INDUCTION

In its simplest form, the law of electromagnetic induction can be formulated as
follows:

During the time when a magnetic filed is changing within a conducting coil, a
voltage is induced between the ends of this coil. The validity of this law is normally
demonstrated with the help of a permanent magnet, a coil, and a volt or ampere
meter.

O N
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Relative Motion Between Magnet and Coil

While either the magnet or the coil (or both) are moving in relation to each other, it
is stated that the common underlying process is the change of the magnetic field in
time within the coil which is inducing the voltage. This process is often "explained”
by the Lorentz Force, which is observable when a charge carrier is moving relative to
a magnetic field.

In either case, when the magnet or the coil is moving and the magnetic field is
changing within the coil, field lines are "crossing” over the filament which contains
the free electrons. The direction of the Loreniz Force which follows from the
right-hand ru.e can then "explain” the induced voltage and current. The quotation
marks around "crossing" and "explain” indicate that this picture of crossing field
lines is questionable. The problem becomes visible when the permarent magnet is
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replaced by an electromagr.et and the change of the magnetic field is controlled by
changing the current.
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Transformer

In this case the process cannot be explained with the Lorentz Force because the field
lines are not crossing over the filaments. The induced emif can only be described with
the change of the magnetic field within the coil. Normally, no explanation is given
to make the connection between the change of the magnetic field in the interior of
the iron core and the coil at the outside of the magnet. There is also no explanation
why, in this case, the Lorentz Force cannot be used as a cause for the induced emf.
This kind of contradiction is, of course, hidden behind abstract notions like change
of a magnetic field in time and is, in most cases, not detected by students.

Flux Law and Lorentz Force - As a universal law of induction, it is derived from many
different experiments that the time derivative of the magnetic flux causes a voltage.
The relation between voltage and electric field, known from electrostatics, is used to
introduce circular fields.

+ i

g fon =22

This equation expresses Faraday's Law, stating that the change of magnetic flux
causes or induces a circular electric field. It states that there is an electric field even
in the absence of a conductor.

Normally it is shown in the textbooks that the motion of the conductor leads to the
same change of th nagnetic flux as expressed in the equation above. This could
lead to the assumption that the flux law expresses a general law, while the Lorentz
force is an additional method for a certain subset of cases. This assumption is,
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however, not correct. In Feynman's book about his lectures (Feynman et al. Pg
17-3), he states explicitly that there are exceptions to the flux law which can only be
described with the Lorentz Force and that the correct physics is only given by the two
basic equations:

F=q(E + vxB)

B

d
Curl E = — —_
t

¢ d
Maxwell's Equations - The introduction of the displacement current dD/dt completes

fhe description of electromagnetic effects, including open circuits and ieads to
Maxwell’s equations.

| div E = drrp

1 divB:D
1 4B
| E =2 — — ==
il cur = at
\ _...43.1‘4_ +l-g—E-
Y curl B = = - dt

In addition to the four Maxwell's equations, the law about the conservation of
charge and the special force law have to be inciuded.

d g
div-J:—--c—E- F=qgE + —vxB

o

The " =" sign in equations |l and 1V is usually interpreted as a causal relation. The
change of B in time causes a circular E-field, and a current or the displacement
current causes a circular magnetic fiela.

CONTRADICTIONS IN TRADITIONAL TZACHING

To describe the effect of an induced voltage, either the change of the magnetic flux
or the effect of the Lorentz Force on a moving charge is used.
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F:qE+-q-va

Feynman states in his book about his lectures: "We know of no other place in
physics where such a simple and accurate general principle requires for its real
understanding an analysis in terms of two different phenomena.” In most
textbooks, however, this problematic situation is not mentioned; and, worse, it is
hidden by incomplete and even incorrect "explanations.” To prove this statement, it
is analyzed how the following experiments are treated in the textbooks.

Inductionby - Induction by
Moving the Magnet Moving the Coil

In both cases, when either the permanent magnet or the coil (or both) are moving
relative to each other, the same thing happenz. The magnetic field lines and the
electrons in the coil are crossing each other. If the relative velacity is the same, the
induced voltage is the same. The physical description, however, has to use two
different phenomena. While the experiment on the right can be described and
"explained" with the Lorentz force, because the electrons in the conductor are
actually moving, the experiment on the left (which is practically the same) can only
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be described by Faraday's Law. Otherwise, one would have to introduce the velocity
of a moving magnetic field line to find a v for the expression ( v x B). The velocity of
a field line i1s, however, not defined in physics.

It is, of course, possible to hide this contradiction by using only Faraday's flux law to
describe both experiments. A student cannot, however, understand why the Lorentz
Force can be applied only in one case and why it is better not to apply it at all. In
some textbooks, it is stated explicitly that the mechanism underlying Faraday's Flux
Law is the fundamental one and that the application of the Lorentz Force is only
possible in special cases. This statement is incorrect. There are cases when the flux
law cannot be applied as, for instance, in the following experiment presented by
Feynman.

Induction Without Change of Flux

While the copper disc is turning between the poles of the permanent magnet, there
is an induced voltage without a change of the magnetic flux through the area of the
circuit. The same argument holds for any experiment where the Hall voitage is
measured.

61




62

FARADAY'S LAW AS A CAUSAL RELATION

a$

o mfpae =2
ind E de dt

Faradays' Law is, in most cases, interpreted as a causal relation. The change in time
of the magnetic flux within an area causes a circular electric field around this area. if
there is a conductor around “his area with a small gap, a voltage can be measured
across this gap.

The interpretation of this equation as a causal relation is problematic in two ways:
First, there is no mechanism offered to the student to connect the flux change in the
interior of the area with the induced electric field at the border of this area. Thisisa
specific difficuity when the wire of the conduction coil is always in an area where
there is no field at all, and therefore no field lines can ever cross the wire of the
induction coil. Such a case is found in any transformer with a closed iron core or
around a perfect solenoid.

Second, there are strong arguments stating that this causal relation between change
of flux and induced voltage does not exist (Rosser, 1968). It can be shown that these
two phenomena always coexist and that the cause of any change is the movement or
acceleration of some charges which originaily caused the magnetic field .

LORENTZ FORCE AND ACTION AND REACTION

The Lorentz Force is normaily taken as the cause for the change of the velocity of an
electron moving through a magnetic field. In such an interpretation, the two
partners of interaction are the magnetic field, represented by lines, and the moving
particle. The result of this interaction is a force perpendicuiar to the direction of the
movement and the direction of the field. As a result of this interaction, one partner
is accelerated while the field is not altered at all. The reaction to this action takes
place at some distance where other moving particles in other parts of the magnetic
field are accelerated in other directions. There is no mechanism presented to the
student which could explain the connection between these different places of action
and reaction.




Magnetic Fleld Lines

interaction Between Parallel Conductors
(Perpendicular to the Paper Surface)

Again, there are arguments stating, that there is no causal relation between a
moving charge carrier and a magnetic field (Rosser, 1968). It can be shown that a
moving particle interacts not with the magnetic field, but with the current, which
was connected to the magnetic field. The magnetic interactions can be explained by
a change of the Coulomb interaction due to relativistic effects.

BA§IC ASSUMPTIONS FOR A NEW APPROACH

The basic assumptions described in Chapter |l about distortions in space, replacing
charges and fields, can be developed further by includirg relativistic changes due to
the movement of charge carr:2rs. As described in Berkeley Fhysics Course, Vol. Ii,
these relativistic changes of the Coulomb field can be used to explain the magnetic
interaction between currents.

The Theory of Relativity states as a basic principle that length, time, and mass
depend on the velocity of the system for which these values are defined. All thisisa
consequence of the fact thatth speed of light can only be reached approximately
by any material object. No object can ever move faster than the spead of light. Asa
consequence of this principle, it can be shown by caiculation that the field around a
charged particle changes in a specific way. To date, there is no mechanism to make
this change understandable or plausible in a qualitative way. This change, which is
described in the following paragraph, has to be taken as a basic fact connected with
electric interaction between moving particles. When a particle is moving with
constant velocity relative to a frame of reference, the symmetry of the distorted
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space around the center is changing from spherical to cylindrical in the following
way:
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Charged Particle Charged Particle
at Rest with Velocity V

There is an enhancement perpendicular to the direction of the velocity and a
reduction in the forward and backward direction. As a consequence of this change,
the surrounding of a positive charge at rest and a negative charge moving with
constant speed do not cancel completely even when they are close together. There
would be an enhanced negative interaction pependicular to the velocity and an
enhanced positive interaction in the forward and backward direction.

The hypothetically introduced distortions or changes of space (Chapter Ii)
surrounding the center of charge carriers do have spherical symmetry for particles at
rest and cylindrical symmetry for particles moving with constant velocity. For the
following arguments, this change in symmetry is basic for a description of the
interaction between moving charge carriers and for an explanation of
electromagnetic induction. This symmetry and its change in connection with the
motion of a charged particle is represented in the following way:
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with Different Velocity

This representation indicates that there will be an increase of interaction
perpendicular to the direction of the velocity and a decrease in the forward and
backward direction.

In this chapter it is shown how this approach can be used to describe magnetic
interaction and the electromagnetic irduction. This is done by first analyzing the
interaction of the following cases: '

two single particles moving with constant speed.

asingle particie moving with constant speed and alinear current

asingle particle moving with constant speed and a single closed loop

asingle particle moving with constant speed and a coil

two currents
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The anaiysis is limited to movements in parallel and perpendicular directions. After
that the change of symmetry due to changing currents or accelerated charge
carriers and the effects connected with these changes are described.

INTERACTION BETWEEN CHARGE CARINERS MOVING WITH CONSTANT VELOCITY

INTERACTION BETWEEN SINGLE CHARGE CARRIERS

it follows tiom the Theory of Relativity that one cannat derive the interaction
batween moving particles by relating every velocity to the frame of reference of the
laboratory. In the very unrealistic but simple case of two electrons moving at right
angles, it can be seen that such a method would lead to contradictory results.

.
‘-

Two Flectrons Moving at Right Argles

These two electrons would, of course, repel each other due to the normal Coulomb
interaction; and this interaction would be many orders of magnitude larger than
any inf'. 3nce due to relativistic effects. But if one couid imagine that this Coulomb
interaction is balanced by some positive charges, then the relativistic effects give two
different results for the two electrons. The interaction is enhanced for one electron
and reduced for the other one This would imply that Newton's Third Principle of
"action = reaction” would not hold for elec*rodynamic interaction. To get the
correct result, it is necessary to change to a franie of reference of one of the involved
particles and to derive the interaction for this particle from this frame of refererice.
This leads to one of the two following pictures and indicates equal and opposite
interaction for the two electrons.
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Two Electrons Moving at Right Angles
(Represented in Different Frames of Reference)

SINGLE CHARGE CARRIER AND LINEAR CURRENT

Movement in Parallel Direction

A single electron in a vacuum tube is attracted by a parallel current in a linear
conductor and repelled by an antiparaliel one. This effect is normally explained with
the existence of the Lorentz Force and the expression: F = q (v x B)

In the frame of reference of the laboratory, the current and a moving electron can
be represented as follows:
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Representation of a Current and a Electron
Moving in Paralle’

67




68

To simplify the representation, it is assumed that the single ilectron and the
electrons in the conductor do have the same speed.

The concept of distorted Coulomb interacticn gives the same result. To find the
correct interaction for the single electron, the frame of reference "as to be changed
to this particle.
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Current and Eiectron Moving in Paioiiel
(Reference Frame of the Moving Electron)

In this frame of reference, only the positive charges seem to move resulting in an
enhanced interaction perpendicular to the direction of their velocity. For the single
electron remains an interaction with a positive distortion and, therefore, an
attractive force towards the conductor.

Movement in Antiparailel Direction

In the frame of reference of the lahoratory, the application of the Lorentz Force
resuits in a repelling force.
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Current and Electron Moving Antiparallel

The result for the frame of reference of the single particle is shown in the next

picture.
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Current and Electron Moving Antiparallel
(Reference System of thhe Moving Electron)

Due to the larger speed of the electrons in the conductor relative to the single
electron, the "negative” distort'on is larger than the "positive” one, resuiting in a
repelling force.
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Movement at Right Angle

For an analysis of the movement of an electron at a right angle to a linear current,
two main directions (one within the plane formed by the current and the electron
and one perpendicular to this plane) have to be considered.

Movement Within the Plane of the Current and the Particle - An electron moving at
a right angle in respect to a straight current and within the plane formed by the
straight current and the particle is deflected due to the Lorentz Force in the
tollowing way:

: @ @ @ @ @ @ @
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Lorentz Force on Electrons
Moving at a Right Angle
in Respect tn a Linear Current

To simplify the following representations and explanations, the current is
represented in a symmetric form. It is assumed that the free charge carriers are half
positive and half negative and are moving in opposite directions. Sucn a current,
which could be realized in semiconductors, will create the same interaction as a
current where only the electrons are moving (either twice as many or twice as fast).
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Within the frame of reference of the single electron, this arrangement looks like the
following:
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Electron Moving Towards a Current
(At Right Angle)
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Electron Moving Away from a Current
(At Right Angle)

To see the result of the relativistic distortion, pairs of positive and negative particles
at symmetric positions in respect to the single particles (1-1, 2-2, 3-3, 4-4) have to be
regarded separately. The charge carriers of these pairs move in different directions
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relative to the single electron. Due to these different ('irections, two forces exist
which have equal components in the X-direction «<d equal but opposite
components in the Y-direction. As & result, there exists a force parallel to the current
just asitis indicated by the "right-hand” rule.

Motion Perpendicular to the Plane of the Current and the Particle - if the single
charge carrier is moving perperdicuiar to the plane which is determined by the
straight conductor and the particle itself, tiie movement can be no longer
represented in a single plane, but only in three dimensions. Starting from the frame
of reference of the particie, this movement can be represented in the following wz,

Formed by the Current and the Electron
(Reference Frame of the Singiz Electron)

For the position where the distance is at a minimum, it can be seen that the
distortions of the vositive and negative charge carriers are equal and opposite, thus

Single Electron Moving Perpendicular to the Plane
| X . .
balancing the interaction to zero.
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Movement Parallel to a Loop

To simplify the grapt.cs, an electric current in a circular loop is represented by the
opposite flow of positive and negative charge carriers in a rectangu'ar pathway. The
velocity of the single charge carrier is chosen to be either paraliel or at a right ar ,le
to the four sides of the rectangle. In this constellation, the results from the previous
section can immediately oe applied. With the definition that the direction of a
current flow is given by the direction of the velocity of the electrons, these results
can be expressed by the following ruies:

1. A moving electron is attracted by a parallel current and repelled by an antiparallel
one.
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Parallel Movement Antiparallel Movement

2. A moving electron approaching a current at a right angle is moved to the opposite
dire <tion as the current flow. '

-0

*«—0 *«—0
Approaching a Current
(AtRight Angle)

3. An electron moving away from a current at a right angle is moved to the same
direction as the current flow.
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Moving Away from a Current
(AtRight Angie)

The application of thase rules for a full loop leads tc the following picture:
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Movement Parallel to 2 Loop
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The symbol £~ is representing the result of the interaction for the single moving
charge carrier due to the relativistic distortions of the positive and negative charge
carriers within the wire. This interaction is composed of two interactions with the
tv 0 opposite parts of the loop acting always in the same direction. The parallel
movement for one part is antiparallel to the opposite part. While moving towards a
current at a right angle inside of the loop, the distance to the opposite part is
increased. The same final result is obtained, of course, by applying the Larentz Force
and building the cross product of v and B. This law expresses the underiying
symmetry of the system and can be interpreted as a convenient shorthand to
connect the starting conditions and the final outcome.




[

Movement Perpendicular to a Loop

This movement does not take place in one single plane. For the moment when the
single particle is crossing the area of the loop, the distortions of the positive and the
negative charge carriers at any place in the loop are equal and cpposite balancing
any interaction to zero.

Movement Perpendicular to a Loop

Movement Parallel to a Coil

The movement cf a charged particle parallel to the axis of a coil can be t-eated in the
same way as the movement of a particle in the moment when it is penetrating the
cross-section of a loop. From the frame of reference of the single particle, the
relativistic distortions of the positive and negative charges in the coil are equal but
opposite thus canceling each other.
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Movement Parallel to a Solenoid

Outside of a perfect solenoid, there is no magnetic field and, hence, no interaction
with moving charge carriers. The same result is derived from the analysis of
relativistic distortions together with arguments derived from symmetry.
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Particle Moving Outside of a $olenoid
(View of a Cross-section)

The moving particle is interacting with all eight current elements of the two cross
sections. The rest of the solenoid can be split up into pairs of symmetric se :tions
which have an equal but opposite influence. From the remaining eight interactions,
only four with the parallel elements a, b, ¢ and d are shown. The interaction is
depending on the distance, so F3 > Fc and Fp < Fd. it can be aisumed that all four
interactions add up to zero fur every point outside the solenoid. The proof for this
assumption can only be done by a guantitative analysis.

Current/Current Interaction

The description of the interaction between two linear currents is straightforward.
The effects for a single electron have just to be integrated to give the macroscopic
result for the conductor carrying the current For closed circuits and coils, symmetry
arguments have to be added in the same way as has been done for the interaction of
single particles with loops and coils. in each case, the same result is derived that
follows from the application of the force law:

F=q(vxB)

=X
-~Z
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INTERACTION DUE TO ACCELERATING CHARGE CARRIERS

SINGLE CHARGE CARRIERS MOVING WITH CONSTANT SPEED

If a single charge carrier is traveling through space with constant velocity relative to
other charge carriers, the interaction with charge carriers within the icop A-8-C-D is
continually changing. During the time when the particle is moving from the left
towards the point Py, it can be argued that the interaction with charge carriers along
the line A-B will always be stronger than with those along the line C-D.

Symmetry Around a Moving Charge Carrier

This statement is true due to the fact that the relativistic change in space is
increasing the interaction in the direction perpendicular to the velocity and
decreasing in the forward and backward direction. This difference in interaction
w uld cause a3 current to flow in tne loop A-B-C-D, if a conductor were present. In
classical terms, one would argue that the approaching charge carrier is producing an
increasirg magnetic flux through the loop A-B-C-D; and according to the flux law,
this would induce a circular E-field. For the more realistic case of a complete
current, the symmetry of the surrounding space is changing. The picture above, for
instance, is no longer true for any circuit carrying a constant current.
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Symmetry Around a Linear Current

Due to symmetry, there can be no difference between the line A-B and C-D; and,
therefore, there is no induced circular E-field around the loop A-8B-C-D for a constant |
current flow. Such an effect, a circular E-field around this loop, occurs only when the |
current is changing or, in other words, when an ensemble of charge carriers is beirg }
accelerated or decelerated. If charge carriers are accelerated or decelerated during a i
certain time, a change occurs which travels out in space with the speed of light and |
which will be analysed in greater detail in the next paragraph. ‘

Effects caused by changes in time should be represented in an appropriate manner,
which means with the help of animated graphics. If static pictures in print media are
used to represent changes in time, the reader continually has to transform this
sequence of pictures into a representation of the same object or the same place
changing in time. It is an open question how well this task can be done by the
majority of newcomers to this field and how much help can be provided when
animated graphics in an interactive environment will be available.

ACCELERATION OF SINGLE CHARGE CARRIERS

Until now, only the relativistic distortion of the Coulomb fielc of a particle moving
with constant speed has been analyzed.
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Field of a Charge at Rest and Moving with Censtant Veiocity

To understand the effect of acceleration, one has to consider the transition phase
between these two states of equilibrium and how this transition spreads out in space
with the speed of light. it will be seen that for acceleration, the relativistic change in
symmetry of a Coulomb field is not the main effect and can be neglected. This fact
corresponds to the general statement that linear motion is relative but that
acceleration is absolute.

An analysis for accelerating charge carriers has bzan carried out in Berkeley Physics
Course for two cases. First, the surrounding of an electron was shown which had
been accelerated for a rather short time and was moving on with constant speed. In
the second case, the electron had been stopped in a rather short time and had been
at rest for a certain time. -

Figure A: A charge initially at rest Figure B: A charge that has been
is accelerated, and moves with moving with constant velocity is
constant velocity thereafter. abruptly stopped.

(Berkeley Physics Course, 1963, pages 164-165)
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For a better understanding, it seems to be helpful to decompose this czse into
different steps.

As a "gedanken exceriment® the continous motion of a charge carrier can be
decomposed in a series ot singie phases of acceleration, deceleration and rest. An
additional assumption to be made is that the information about the changing
position of the charge carrier i1s not avail- Yle at all points in space at the same time,
but is continually sent out with the speed of light. Such a motion or series of jumps
would give the following picture:

Model for a Moving (Jumping) Charge Carrier

In this picture, the surroundings of five equaliy separated centers cre represented,
and it is assumed that each configuraticn for a charge carrier, which is at rest for a
short moment, moves to the outside with the speed of light and overrides the
formerone.

The question remains, what kind of change will be introduced during the phase
where the velocity is changing or, with other words: how are these lines connected.
The simplest assumption is a continuous change fron: one symmetry to the next, as
shown in the next picture. For every point near an accelerating charge carrier, this
would lead to a change in space with not only a radial component, due to the
Coulomb forces, but an additional circular component.
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Maoael for a Jumping Charga Carrier

A charge carrier of equal sign close to an accelerated one would therefore not only
be repeiled io the outside, but would in addition to that be accelerated ir. the
opposite directior: as the original acceleration.

The general symmeétry sf such an arrangement can be represented in the following
way:

Change of Symmetry Due to Acceleration a

Q 82
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Following the convention that the field is pointing from positive to negative

charges, the results for opposite charges and opposiwe directions for the acceieration
are represented in the following picture:
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Representation of Circular waves for Different Charges
and Different Direction of Acceleration

A negative charge accelerated to the right and a positive charge, accelerated to the
left thus ca'ise the same circular wave. In the following pictures the symmetry of
space around charges will be indicated inthe traditional way: the arrows (field iines)
are pointing . om plus to mimnus and negative charge carriers are being accelerated
against this direction.

INTERACT!ON DUF TO CHANGING CURRENTS

Change Around a Single Circuit

The syminetry around an accelarated single narticle changes when manv particles
move together to form a current within a concductor. The radial component cancels
because the current can aiways be thought of as a flow of positive and negative
charge carriers of equal magnitude and oppcsite direction. The sum of ali circular
parts results in a cylindrical symmetry around the current during the time period
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when the current is changing. This change, which appears during the time of
acceleration, has a direction paralliel but opposite to the current flow and travells
out in space with the speed of light.
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Symmeiry of Space Around a Changing Linear Current

When the acceleration has ended and the current has come to a steady state, this
change disappears again with the speed of light to the outside and only the
relativistic distortion of the Coulomb field remains.

This cylindrical symmetry is only valid for a linear currant as a part of a closed circuit.
For such a :losed loop, this change, which appears around a circuit, will be
determinea by the form of the circuit.

interaction Between Elements of the Same Circuit - Self-Induction

Within a closed loop, there is inevitably an interaction between ¢ fierent parts of
the circuit giving rise to the efiact of self-inducuer.. This self-induction adds a kind
of inertia or resistance to a current when its charge carriers are either accelerated or
decelerated.

To understand this effect of self-induction. it will be necessary to study in more
detail the interaction betwern parallel and antiparallel elements of the circuit. The
strongest and unavoidable interaction wili occur between charge carriers and their
nearest neighbours which are accelerated at the same time and in the same
direction. This interaction will give rise to a kind of resistance either to acceleration
or to deceleration.
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Interaction Between Parallel Accelerated Zharge Carriers

There is another interaction with the yeometrically opposite part of the conductor,
which will, however, not resist but support the original movement.
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Interaction Between Opposite Parts of the Circuit

If the: conductors are very close to each other, this interaction will be at its maximum
and will nearly cancel the first described interaction between parallet accelerated
charge carriers. This description corresponds to the fact that a circuit, where the
wires are very close to each other (or twisted around 2ach other), shows only a small
self-inductance. If, however, the circuit encloses a large area and the opposing parts
of the circuit are far apart, this second interaction is rather week, and the
self-inductance, due to the interaction beween parallel charge carriers has a
maximum value. This again corresponds to the traditiona: description, where the
induced voltage (using the flux law), is proportional to the change of flux within the
circuit and therefore proportional to the area encirled by the loop.
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Interaction Between Separated Circuits
Mutual Induction

Charge carriers within a separated circuit will be accelerated when a circuit nearby is
connected to a voltage source. If the two circuits are paraliel, the induced current

will flow in opposite direction.
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Interaction Between Parallel Circuits
(Electromagnetic induction)

in order to fully understand this process of electromagnetic induction it seems to e
helpful to further analyze this interaction between two circuits and to look at the
additional interaction due to th. induced current back onto the original one.

Feedback from the Secondary to the Primary Coil




.«,\,,ﬁ

87

When the charge carriers in the second circuit are accelerated and start to form a
current flow, they aiso, as all accelerated charge carriers, send out circular waves,
which will interact with the charge carriers within the first circuit. This interaction,
however, does nnt resist but it supports the original current flow. This fact is not a
violation of the law of cons~rvation of energy, as one could think at first sight, but is
an explanation for the far. that a transformer only consumes energy, when the
secondary coil draws some current.
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The Currentin the Primary Coils is Controlled by
the Current in tha Secondary Coil

The interaction caused by the current in the second wire decreases the effect of the
self-induction within the first circuit. This is the same argument, which was used to
describe the interaction between geometrically opposed parts of the ,aiie circuit. In
traditional language one would say that the second current produces a magnetic
field, which is opposed to, or out of phase with the original nne. The total field is
then reduced and thereforn alsc the inducad voltage in the first coil, weich itself was
opposite to the original voitage source.
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ACCELERATING CHARGES AND WAVES

ACCELERATING CHAILGES, CIRCULAR WAVES AND FORWARD PROPAGATION

As it has seen shown in the preceding chapter, an accelerating charge will send out
circular waves with the following pattern and symmetry:
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Representation of Circular Waves
around an accelerated Charge Carrier

If a voltage is applied to an electric circuit (or a transmission line) the process starts
with ¢he acceleration of charges in opposite direction at both ends of the voltage
source.
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The part of the waves within the conductors ( part A and part A') will be absorbed by
other electrons, thus giving rise to the impedance of the system. Part C and C' are
absorbed by the charges within the opposite parts of the circuit, thus reducing the
impedance of the line. Part 8 and 8' form the front of a wave, traveling along the
two conductors to the left and Part D and D' form a wave front, traveling in opposite
direction.

Let us first consider the wave front B-B', which is of main inierast for the
propagation of energy. In visualizing and representing this wave front it should be
emphasized that such a wave is not created by few or even asingle electron, but that
it has macroscopic dimensions and therefore involves a huge amount of electrons.
Assuming a switching time of 1 ns, the width of the voltage step wil! be suiiiething
like 30 cm and the number of electrons invoived are distributed over a conductor of
that length.

Huygen's principle can be applied to structure this problem nd to give a qualitive
explanation for the observed behavior. According to this principle the front of a
travelling wave at the time tis formed as the sum of circular waves, starting from all
those points, which formed a wave front at the the time ¢ -4 %

t-At

Huygens' Prirciple
Following this principle it is therefore postulated that the observed wave frontin the

directiun of propagation is caused by the sum of the single circular wave fronts
which are send out by the accelerating electrons.
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Propagation of a Wave Front
Applying Huygen's Principle

For this superposition only the vertical comg anents of the circular wave fronts and
only the parts in the direction of the propagation are taken into consideration. The
horizontal components are absorbed by the charge carriers in the opposite
conductors. The part of the circular wave front traveling backward is discussed later.

In order to create a wave frant, it has to be assumed that all the circular waves,
caused by the accelerating charge carriers, are send out in phase and that this wave
front will accelerate further charge carriers, when it prapagates, which then will
send out further circular waves and so forth.

This interaction between a charge carrier, being accelerated, and a propagating
wave front is different from any \vave propagation within mechanic.l systems (for
instanca sound waves or shock waves). This difierence is twofold. First a wave within
a mechanical system could not propagate with a larger speed than the speed of the
particles, which cause the propagation of the wave. And second the moving
particles would be slowed down when they interact with their next neighbors to
accelerate them as a cause for the propagation process. It seems to be useful to
explore these differences a bit further in order to demonstrate the unique features
of the propagation process within the electric world.

MECHANICAL WAVE PROPAGATION
A simple representation for a mechanical system with the capability of propagating

some kind of a shock wave is a chain of mass points which, in equilibrium, are kept at
equal distance.



A 8 C D

o> O O O

Mechznical Objects at Equilibrium

This coud be a simple reprasentation of molecules in a gas or within a salid, where
they are kept in space by weightless springs. A propagation will take place when one
particle (A) is moving (or swinging) over to the next neighbor at a certain speed,
which in the case of air would be similar to the speed of sound. When A arrives at B,
it will take some time to accelerate 8. After that, the process repeats itself between

B and Cand so forth.
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Representation of a Propagation Process
Such a propagation will have a velocity similar to that of the individual particles.

In a solid it depends on the coupling betwee: . lattice sites and on the speed with
which a change in position of one lattice point is "carried over” to the next
neighbor. The velocity of the propagation now depends on this coupling medium
and on the speed, with which such a change is traveling. it may be much faster than
the actual speed of the single particles.
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Longitudinal Wave in a Mechanical System
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In case of a strcag coupling, the left particle has only to travel a very short distance
and the energy is than propagated to the right neighbor with the propagation
speed of this coupling medium.

A comparison uf this mechanical wave propagation with the electrical one is only
possible in a limited way. The charge carriers, though moving in the direction of the
propagation, are sending out transversal waves, while in the mechanical case it is a
longitudinal wave. A transversal mechanical wave, however, would require
transversal moving particles.

A comparison between mechanical and electrical wave propagation is only valid in
respect to the fact that the coupling medium determines the speed of the
propagation. In case of an electrical wave, the coupling medium is the eiectric field,
which travels with the speed of light and which does not siow down, when it passes
an electron. Some energy is absarbed to accelerate the electrons. If there are no
losses in the conductor, this 2nergy will be totally reieased, when the current is
switched off.
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ELECTRIC WAVE PROPAGATION

As mentioned above the process of electric wave propagation between twe parallel
conductors has to be modeled differentiy than a mechanical system. When the
charge carriers - the free electrons in metal -, are accelerated, they will send out
circular waves, which will add up to a wave front propagating with the speed of
light parallel to the conductors. In the foilowing picture this propagation is
represented at three sequential moments in time.
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Wave Propagation within aTransmission Line
at Three Sequential Moments in Time

The front of the wave is curved so that a (very small) part of the energy is entering
the conducter, which is necessary to acceierate the electrons. This acceleration is due
to the component of the field in the direction of the propagation. Behind this wave
front, the electrons have constant speed and no energy has to enter the conductor, if
a loss free conductor is assumed. Lines, indicating the symmetry of the propagation,
(the field lines), can be drawn perpendicularto the surface of the conductors.

33
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In a) the wave front has not yet reached the electrons A, B, C and D, which are a
distance d apart, corresponding to normal density of free electrons, neutralised by
corresponding positive charges of the lattice. When the wave front passes the
electrons A and C, A starts moving to the right and C to the left. In a truly loss free
conductor the electrons do rot need further energy to keep up a drift motion along
the wire.

During the time when the wave passes from A-C to B-D, the distance between the
electrons A and B decreases and between C and D increases. This corresponds to an
increase of negative charge on the lower conductor and a decrease of negative
charge (an increase in positive charge) on the upper wire. This detailed description
explains the cause for the appearance of extra charges on the surface of a conductor,
when a circuit is connected to a voltage source.

BACKWARD PROPAGATION AND REFLECTION

The question is still open what happens with the part D - D' of the circular waves that
has been send out in the backward direction.

NS

Circular Waves and Wave Propagation




Looking at asingle electron, there skould be no difference between the forward and
backward direction and the question has to be answered, why a wave travels only
one way and vrhy there is not something traveling backwards.

It is well known that a wave is reflected backwards when the geometry of the
transmission line changes and especially at the end of the line. There will be ro
reflection only, when this line is accurately terminated with a resistor equal to the
specific impedance of the line. An argument therefore has to be found, why on a
parallel line without change in geometry there is no reflection. The answer can be
found by pointing to the fact that there is never only one single electron involved
"and that the sum of a large number of circular waves has tq be considered. The
mathematics of this probiem is governed by Huygens' principle. This principle states
that each point of a wave front acts as a point source emitting a spherical wave
which iravels with a velocity c. The development of this principle into a complete
scalar theorie was done by Kirchhoff and has been expanded into a vector theory by
Sommerfeld. It envolves a large amount of calculus and cannot be demonstrated
here. Stated in simple words, the result is that all single circular waves in the
backward direction are not in phase at a certain point. They are originated by charge
carriers which are distributed over a macroscopic distance along the direction of
propagation. All these singular waves interfere in a destructive way and aad up to
zero. But assoon as the geometry changes, the interference is no longer compietely
destructive and a reflection wave occurs. ’

ELECTRIC CIRCUITS AND TRANS?MISSIGN LINES

Transmission Lines in traditional teaching

In most of the traditional textbooks transmission lines are treated as a special
solution of V. «well's equation. As the name indicates, the main topic of concernis a
wave of electromagnetic fields, guided by conducting wires or plates. The different
wave forms are treated as solutions of the wave equation in connection with the
boundary conditions given by the surrounding metal.

Pictures like the following are typical to illustrate the different solutions of the
transmission line egations:

Uo Lo d2 v/ dt?
Uolo d2 1/ dt?

d2 v/ dx?
d21/dx2
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Distribution of Voltage and Current on aTransmission Line

As a rule it can be said that only propagating and standing waves are discussed and
that the front of a si~gle voitage step is normally not m- ntioned in an explicit wc
Wnh the Tormalism of Fourier analysis at hand, the propagation of such a - ~9 is
normaly treated as the sum of sine and cos functions, leaving the wave agair: as the
basic primitive for this subject matter.

The subject matter of the electric circuit with stationary states and of the
transmission line with propagating and stan-ing waves is bridged only by the
subject matter of ac-currents, containing active elements like impedances and
capacitors and the capability to produce oscillations.

The treatment of transmission lines then leads consequently to antenna theory,
radiation and wireless propagation of electro-magnetic field energy. The urifying
core of this linear chain of more and more developed fields of electro-magnetism
-dc-current

- ac-current

- wave propagation along conductors

- wave propagation in free space

is stated to expressed by Maxwell's equations, from which all these different
solutions can be derived. In i~ most elegant form, including the time as a fourth
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dimension, this system of equations reduces to two four-dimensional \ector
equations, which are often regarded as one of the great successes of classical physics.

CRITICS CONCERNING THE ROLE OF MAXWELL'S EQUATIONS

There are however some doubts about this role of Maxwell's equations in regard to
lezrning and understanding. The claim is that these equations are far to abstract to
serve as a basis for this purpose. If they are interpreted as causal relations, they may
even lead to additional difficulties for a deeper understanding.

Even without these arguments it seems to be useful to look for more qualitative
concepts, unifying these different topics. There are some striking similarities if not
identities between dc-circuits, capacitors and transmission lines, which call for some
common underlying primitives.

COMPARAISON BETWEEN DC-CURCUITS AND TRANSMISSION LINES
If one compares a simple electric circuit with a properly terminated transmission line,

one can see that these two devices are identical expect for some geometrical
proportions. These two devices are, however, treated in very different ways.

Similarity Between a Circuit and a Transmission Line
In the case of the electric circuit it is common practice to say that the transient state

after applying the voltage is too short to be of interest and that therefore only the
steady state is treated, applying Ohm's law and Kirchhoff's law.
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In the case of the transmission line one would explicitly treat the propagation of the
voltage step, traveling down with the speed of light, after the connection with the
voltage source has been maae. Reflection of this voltage step is expected at the end
of the transmission line, which only does not occur, when the line is properly
terminated (when the resistor is equal to the specific impedance of the line). In
steady state it is said that a stationary wave is propagating between the two
conductors which is then absorbed by the terminating resistor.

There is another difference in the way, dc-currents and transmission lines are
normally analyzed. In the case of a transmission line it is well known that with
higher frequencies the current is pushed to the surface of the conductors, leading to
the so-called skin-effect. During the propagation of a voltage step along a
transmission line the current therefore is thought to flow only along the surface of
the conductors. The question, after what time interval the current will fill the whole
cross section and how this process will develop, is hardly eve- mentioned.

In the tradition of analyzing a dc-current, the transient state is normally overlooked
and therefore any kind of skin effect during this transient state cannot come into
consideration. The current intensity is therefore assumed to be constant all across
the conductor at any time which however is only true for steady state.

COMPARISON BETWEEN A CAPACITOR AND A TRANSMISSION LINE

As mentioned in chapter Il, the capacitor and the process of charging and
decharging has been difficult to deal with, concerning the theoretical knowledge of
the last century. Maxwell invented the "displacement currant™ and introduced this
term into the law of Biot-Savart

curlB =4/ c J

in order to avoid an open circuit and therefore mannifold soiutions when applying
Stoke's theorem. This invention gave rise to the prediction of electromagnetic waves
in space which some years later where detected by Hertz.

There have been many disputs about the question, if the term "displacement
current” is reflecting to some real physical entity orif it is only a theoretical term,
necessary to make a simple mathema-.cal description possible. An interesting debate
about this subject matter can be found in Wireless World 1979 to 1980, following an
article from Catt, Dawidson and Walton about "Displacement Current - and how to
get rid of it." (Wireless World, Dec 78).

Being mostly concerned with learning and understanding, the important question is,
which interpretation or explanation about causal relations is easier to understand
for a newcomer and will give more insight. In this respect it can be assumed that the

W
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experience of practicing teachers about the displacement current is rather
disappointing. This subject matter is hard to grasp for most of the students. The
question, what kind of current can be displaced in vaccum and how this current can
produce a magnetic field, are difficult to answer, if at all.

There is however a very simpie question about the charging of a capacitor, which
seems to point to a basic contradiction, implemented in the concept of displacement
current. If this statement is true, or can be demonstrated in a broadly acceptable
manner, changes in the traditional way of teaching and learning shouid follow.

The question to be raised was already described in the introduction of this paper on
page 13. How does the change of the electric field within the gap between the

capacitor plates actually occur?
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Displacement Current In a Capacitor ??

The change of a current, set up by electrons, can in principle be followed point by
point, starting at both sides of the voltage source and traveling along the two
conductors. This front is assumed to be a region of higher charge density, traveling
with the speed of light. Such a construct, however, is not possible for d€/dt, starting
either from one side of the capacitor or from both sides and meeting in the middie
or at the other side. This is impossible, because this would violate the principle that
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there are no open field line in space. (div E = 4r1g}. A field line always has to end
on a charge carrier and cannot start from one point and reach out to the other side.
On the other side a change of the displacement current all across the gap of the
capacitor at the same time can also be excluded because of the principle that there is
no action at a distance.

A surprisingly simple solution to this problem is the idea that a capacitor in principle
nothing else than a transmission line and that during the charging process a wave,
starting at the voltage source, enters the capacitor frem the side. This idea has been
described and discussed by Catt, Davidson and Walton in Wireless World, Dec 1978,
p.51.

The Capacitor as a Transmission Line

A capacitor, seen as a transmission line, has just a different geometrie, but the
electric wave enters sideways, after having traveled through the space between the
conducting wires. The charging of a capacitor can therefore be seen as the resuit of a
travelling wave, with an increasing part being reflected at the open end of the
capacitor.

The displacement current dE/dt occurs as the region, which separates spaces with
different field strength.
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Displacement Curent

dE
dt

Displacement Current in a Capacitor

SUMMERY OF BASIC ELEMENTS

In connection with the concept of surface chargas, described earlier in chapterli, itis
possible to unify the way of analyzing electric devices. The only point, necessary to
add to this concept, is the fact that with charges on the surface of two conductors,
the space between these two conductors will be changed too. Traditionally speaking
there will be an electric field between these surface charges. Separation of a neutral
state and a change of the space in the surrounding occurs always simuitaneously.
Both aspects together represent the full picture of nature as we can see it. The
separation in charge and field and the concentration on one of these constructs may
be convenient but can lead to a one-sided description and can create additional
difficulties for learning and understanding.

It has to be stated further that any change of a static state, the creation of separated
charges or the revers, will cause a change in space, some kind of disturbance or
distortion, which will travel to the outside with the velocity of light as some kind of a
transversai wave. With this concept an electric circuit with either dc or ac-current,
the charging of a capacitor, a transmission line and wave propagation in space can
-be qualitatively analyzed in the same way, using the same underlying basic ideas or
primitives. The basic elements of this concept can be formulated in the following
way:
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Neutral State

(Empty Space or Equal but Opposite Distortions ?)

Electric phenomena occur when a neutral state is changed by separation of opposite
charges, where the space between these opposite charges is changed in a specific
way.

The unchanged space around a neutral object can 2e thought of as either neutral or
the sum of two opposite distortions which are exactly opposite, canceling every
measurable effect.

A single charge carrier can only be created by separation from another charge carrier
of oppos‘te sign and by changing the space between these charge carriers in a
specific way. '

Separation of the Neutral State and Change in Space
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The symmetry of the space around a single charge carrier is spherical when the
opposite charge carrier is far away.

—
’_
%‘
Isolated Charge Carrier Isolated Charge Carrier
at Rest Const. Velocity

This symmetry is no longer spherical, when the charge carrier is moving with
constant -velocity. It changes to cylindrical symmetry with the axis given by the
direction of the velocity in accordance with the theory of specia! relativity.

Circular Waves Around an Accelerated Charge Carrier

If a charge carrier is accelerated, circular waves are radiated, which move to the
outside with the speed of light.

When charge carriers are accelerated within a circuit by a voltage source, surface
charges are created along the two wires and the front is propagating with the speed
of light. At the same time the space between the wires is changing.

>y
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Development of Surface Charges and Fields
in a Circuit During a Transient State

Reflection occurs at the "meeting point” of the surface charges (or at an open end)
due vo deceleration of charge carriers. The reflected wave travels back with the
velocity of light and establishes equilibrium or steady state. (The same refiection was
already explained as necessary for establishing steady state in chapter i, page 52/53))
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Reflection to Establish Steady State

In steady state there js a drift of charge carriers in a circle and a transfer of energy
from the battery to the resiator.

- — - e - @ -
P R R B R R I R R R R R R T S S S S S
R I I I R I I I N 4

NI
N I

......................

Representation of Steady State in a Simple Electric Circuit

There are two ways to look at this energy transfer. It is possible to think that the
slowly moving "ring" of electrons within the conducting wires keeps up the
difference in charge density and therefore the field across the resistor, where most
of the energy is transformed. It is also possible to think that even in steady state
there is a constant energy flow, propagating with speed of light from the battery to
the resistor and entering it sidewise. In steady state both pictures give a complete
desciiption and it depends on the specific task and the general frame, in which some
one is working to decide, which view is more suitable.

In the following chapter will be shown, how these ideas or primitives can be used to
explain the behavior of a pulse traveling along a transmission line.
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PULSE ON A TRANSMISSION LINE

When a transmission line is first charged and then connected to another
transmission line, a puise of twice the length and half the voltage is send down the
line and is refiacted back and fo. ..1 for ever, assuming that there are no losses in the
line.

The process of doubling the iength and splitting the voltage, as well as the
propagation and reflection can be explained in tzin's of the concept described
above.

’,,)4'#####*

)

A Charged Transmission Line is Connected to Another One

At the start, when in steady state the short transmission line at the left is charged,
there exist surface charges of opposite sign on both sides. The space between the
line is, in classical terms, filled with an electric field, pointing from positive to
negative charges.

When the voltage source is detached and a connection is made to the long
transmission line, the process of propagation starts with an acceleration of the
electrons next to the surface charges of the short line. The electrons on the upper
and lower line are accelerated to the left and right respectively and will therefore
send out circular waves. One half of these waves will,accelerate further electrons to
the right and will give rise to the propagation of a wave front to the right. As
mentioned above this wave front correspods to half the original voltage, leaving the
other haif behind.
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The Voltage is Split and the Length is Doubled

The question remains why the voitage is split in half and not in any other way?
Different ways to answers this question are possible. First one could argue that a
10-voltage step is not possible, because this would mean that all the extra electrons
on the surface would have to be accelerated at the same time, in order to built up
the same charye density. Such a process would imply action ata dlstance and this can
oe excluded from first principles.

The opposite case of a very long pulse with a corresponding iow voitage level can
also be excludied, because it would ask for an unknown interaction process to slow
down the acceleraticn of the electrons.

For a qualitative description it should be sufficient to leave out all considerations
according to self induction, mutual induction, geometry and Huygens' principle and
only to state that because of symmetry or because of equality between action and
reaction during acceleration, the original density of the surface charges will be split
into half, giving rise to a voltage of half the original one. This acceleration process
therefore gives rise to two wave fronts, traveling to the left and to the right with the
speed of light, forming a pulse of increasinj length and half the volitage.

When this left wave front has reached the left end of the line a new wave front
appears, corresponding to the deceleration of the electrons to zero and the drop of
voltage to zero.
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The Pulse Starts to Propagate to the Left

Such a deceleration has to oczur because otherwise extra charges would build up at
the |eft end of the line. The fact that the electrons at the end of the pulse come to a
halt at a neutral position is not trivial or self understanding. One could also expect
that the pulse does not keep its form of twice the length and half the voltage, but
that it is stretching out over the whole line, continuously decreasing the voitage
level. This would mean that the electrons do no« stop &t a neutral position bi:t
distribute themselves uniformly all along the conductors. Another possibilit- would
be that the charge carriers do not come to rest but continue to oscillate, proa.'cing
some sort of standing waves.

When the pulse has arrived at the right end of the long transmission iine the
reflection process occurs which can be regarded as the reverse ~f the starting
process.
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Reflection at the Left Open End
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First the pulse is reduced in length and the voltage is doubled. This is caused by a
deceleration of the electron and an increase of charge density, starting at the left
end side traveling backwards.
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The Voltage is Doubled and the Length Shortened

When the two wave fronts meet, a pulse of the originai length and voltage has been
established.

thEb bttt
]

Re-Formation of the Original Situation

If one would separate this charged part of the line in this very moment from the rest
on the left side, a situation as before the start would have been reestablished: a
charged transmission line as it existed hefore the pulse was send off.

The development of a reflected wave therefore fcllows the same procedure as

described before and can be represented with the same pictures, where just the
direction of the propagation s reversed.
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Start of Propagation in Opposite Direction

In a similar way the behaviour of a terminated or shorted transmission line and an
antenna could be described. This holds also for circuits with other active elements
like diodes and transistors. Such descriptions will, however, become much more
convincing and easier to follow, when interactive and animated computer graphic
has been developed, which will be a main focus of future activity.




111

BIBLIOGRAPHY
Catt, Davidson and Walton, Wireless World, Displacement Current,Dec 1978, p.51.

Coombes,C.A. and Laue, H., Electric Fields and Charge Distribution associated with
steady Currents; Amer J.Phys. 49, 1981, pages 450-451

Feynman, Leighton, Sand, Lectures on Physics, Addison-Westley Pub.1963-65

Haertel, H., IPN Curriculum Physik, UE "Stromstaerke, Spannung, Widerstand. Der
elektrische Stromkreis als System”, Kiett, Stuttgart, 1981

-—---, The Electric Voltage in: Duit, Jung, Rhoeneck (Ed.), Understanding Electricity,
IPN-Arbeitsbericht, Schmidt und Klaunig, Keil, 1984

Jefimenko, O., Amer.J.Phys.30, 1962, pages 19-21
Purcell, E.M., Berkeley Physics Course, Mcgraw-hill, 1963
Rosser ,W.G.V.,Classical Electromagnetism via Relativity, Butterworth, London, 1968

Walz, A., Elektrische Felder um Stationaere Stroeme, PU 2, 1984, pages 61-68

111




Personnel Analysis Division,
AF/MPXA

5C360, The Pentagon

Washington, DC 20330

Air Force Human.Resources Lab
AFHRL/MPD
Brooks AFB, TX 78235

AFOSR,

Life Sciences Directorate
Bolling Air Force Basa
Washiangton, DC 20332

Dr. Robert Ahlers

Code NT11

Human Factors Laboratory
NAVTRAEQUIPCEN

Orliando, FL 32813

Dr. EQ Aiken
Navy Personnel R&D Center
San Diego, CA 92152

Dr. Earl A. Alluisi
HQ, AFHRL (AFSC)
Brooks AFB, TX 78235

Dr. John R. Anderson
Department of Psychology
Carnegie-Mellon University
Pittsburgh, PA 15213

Dr. Steve Andriole
Perceptronics, Inc.
21111 Erwin Street
Woodland Hills, CA 91367-3713

Technical Director, ARI
5001 Eisenhower Avenue
Alexandria, VA 22333

Dr. Patricia Baggett
University of Colorado
Department of Psychology
Box 345 .

Boulder, CO 80309

Dr. Meryl S. Baker
Navy Personnel R&D Center
San Diego, CA 92152

‘Dr. Gautam Biswas

Department of Complter Science
University of South Carolina
Columbia, SC 23208

Dr. John Black

Yale University

Box 11A, Yale Station
New Haven, CT 06520

Arthur S. Blaiwes

Code NT11

Naval Training Equipment Center
Orlando, FL 32813

Dr. Jeff Bonar

Learning R&D Center
University of Pittsburgh
Pittsburgh, PA 15260 .

Dr. Richard Braby
NTEC Code 10
Orlando, FL 32751

Dr. Robert Breaux
Code N-Q09SR
NAVTRAEQUIPCEN
Orlando, FL 32813

Dr. Ann Brown

Center for the Study of Reading
University of Illinois

S1 Gerty Drive

Champaign, IL 61280

Dr. John S. Brown

XEROX Palo Alto Research
Center

3333 Coyote Road

Palo Alto, CA 94304

Dr. Bruce Euchanan

Computer Sclence Department
tanford University
Stanford, CA 94305

Dr. Patricis A. Butler
NIE Mail Step 1806
1200 19th St., NW
Washington, DC 20208




Dr. Robert Calfee
School of Education
Stanford University
Stanford, CA 94305

Dr. Jaime Carbonell
Carnegie-Mellon University
Department of Psychology
Pittsburgh, PA 15213

Dr. Susan Carey

Harvard Graduate School of
Education

337 Gutman Library

Appian Way

Cambridge. MA 0133

Dr. Pat Carpenter
Carnegie-Mellon Unjiversity
Department of Psychology
Pittsburgh, PA 15213

Dr. Robert Carroll
NAVOP 01B7
Washington, DC 20370

Dr. Fred Chang

Navy Personnel R&D Center
Code 51 '
San Diego, CA 92152

Dr. Davida Charney
Department of Psychology
Carnegie-Mellon University
Schenley Park

Pittsburgh, PA 15213

Dr. Eugene Charniak

Brown University

Computer Science Department
Providence, RI 02912

Dr. Michelene Chi
Learning R & D Center
University of Pittsburgh
3939 O'Hara Street
Pittsburgh, PA 15213

Dr. Susan Chipman

Code U4u2pT

Office of Naval Research
800 N. Quincy St.
Arlington, VA 22217-5000

Mr. Raymond E. Christal
AFHRL/MOE
Brooks AFB, TX 78235

Dr. Yee-Yeen Chu
Perceptronics, Inc.

21111 Erwin Street:

Woodland Hills, CA 91367-3713

Dr. William Clancey
Computer Science Department
Stanford University
Stanford, CA 94306

Scientific Advisor

to the DCNO (MPT)
Center for Naval Analysis
20CO North Beauregard Street
Alexandria, VA 22311

Chief of Naval Education
and Training
Liaison Office

Air Force Human Resource Laboratory

Operations Training Division
Williams AF3, AZ 85224

Assistant Cnief of Staff
for Research, Development,
Test, and Evaluation

Naval Education and
Training Command (N-5)

NAS Pensacola. FL 32508

Dr.: Allan M. Collins

Bolt Beranek & Newman, Inc.
50 Moulton Street
Cambridge, MA 02138

Dr. Stanley Collyer

Office of Naval Technology
800 N. Quincy Street
Arlington, VR 22217

CTB/McGrsw-Hill Library
2500 Garden Road
Monterey, CA 93940

CDR Mike Curran

Office of Naval Research
800 N. Quiney St.

Code 270

Arlington, VA 22217-5000

113




Bryan Dallman

AFHRL/LRT
Lowry AFB, CO 80230

Dr. Charles E. Davis

Personnel and Training Research

Office of Naval Research
Code 442PT

800 North Quincy Street
Arlington, VA 22217-5000

Defense Technical
Information Center
Cameron Station, Bldg §
Alexandria, VA 22314

Attn: TC
(12 Copies)

Dr. Thomas M. Duffy
Communications Design Center
Carnegie-Mellon University
Schenley Park

Pittsburgh, PA 15213

Edward E. Eddowes

CNATRA N301
Naval Air Station

Corpus Christi, TX 78419

Dr. John Ellis
Mavy Personnel R&D Center
San Diego, CA 92252

Dr. Richard Elster

Deputy Assistant Secretary
of the Navy (Manpower)

Washington, DC 20350

Dr. Susan Embretson
University of Kansas

Psychology Department
Lawrence, KS 66045

Dr. Randy Engle

Department of Psychology
University of South Carolina
Columbia, SC 29208

Dr. William Epstein
University of Wisconsin

W. J. Brogden Psychology Bldg.

1202 ¥. Johnson Street
Madison, WI 53706

ERIC Facility-Acquisitions
4833 Rugby Avenue *
Bethesda, MD 20014

Dr. K. Anders Ericsson
University of Colorado
Department of Psychology
Boulder, CO 80309

Edward Esty

Department of Education, OERI
MS 40

1200 19th St., NW

Washington, DC 20208

Dr. Beatrice J. Farr
Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

Dr. Marshall J. Farr
2520 North Vernon Street
Arlington, VA 22207

Dr. Pat Federico

Code 511
NPRCC
San Diego, CA 92152

Dr. Jerome A. Feldman
University of Rochester
Camputer Science Department
Rochester, NY 14627

Dr. Paul Feltovich

Southern Illinois University
School of Medicine

Medical Education Department
P.0. Box 3926

Springfield. IL 6270C§

Mr, Wallace Feurzeig
Educational Technology
Bolt Baranek & Newman
10 Moulton St.
Cambridge, MA 02238

Dr. Craig I. Fields
ARPA

1400 Wilson Blvd.
Arlington, VA 22209

114



\5“%{3’4‘%«
»

Dr. Linda Flower
Carnegie-Mellon University
Department of English
Pittsburgh, PA 15213

Dr. Ken Forbus

Department of Computer Science
University of Illinois
Champaign, IL 61820

Or. Carl H. Frederiksen
McGill University

3700 McTavish Street
Montreal, Quebec H3A 1Y2
CANADA .

Dr. John R. Frederiksen
Bolt Beranek & Newman
50 Moulton Street
Cambridge, MA 02138

Dr. Norman Frederiksen
Educational Testing Service
Princeton, NJ 08541

Dr. R. Edward Geiselman
Department of Psychology
University of California
Los Angeles, CA 90024

Dr. Michael Genesereth
Stanford University
Computer Science Department
Stanford, CA 94305

Dr. Dedre Gentner
University of Illinois
Department of Psychology
603 E. Daniel St.
Champaign, .IL 61820

Dr. Don Gentner

Center for Human
Information Processing

"miversity of California

La Jolla, CA 92093

Dr. Robert Glaser
Learning Research

& Development Center
University of Pittsburgh
3939 O'Hara Street
Pittsbur;h, PA 15260

Dr. Arthur M. Glenberg
University of Wisconsin

W. J. Brogden Psychology Bldg.
1202 W. Johnson Street
Madison, WI 53706

Dr. Marvin D. Glock
13 Stone Hall
Cornell University
Ithaca, NY 14853

Dr. Gene L. Gloye

Office of Naval Research
Detachment

1030 E. Graen Street

Pasadena, CA 91106-2485

Dr. Sam Glucksberg
Princeton University
Department of Psychology
Green Hall

Princeton, NJ 08540

Dr. Joseph Goguen

Computer Sciznce Laboratory
SAI Interpational

333 Ravenswood Avenue

Menlo Park. CA 94025

Dr. Sherrie Gott
AFHRL/MODJ
Brooks AFB, TX 782395

Dr. Richard ¥. Granger
Department of Computer Science
University of California, Irvine
Irvine, CA 92717

Dr. Wayne Gray

Army Research Institute
5001 Eisenhower Avenue
Alexandria, YA 22333

Dr. James G. Greeno
University of California
Berkeley, TA 94720

Dr. Henry M. dalff
Halff Resources, Inc.
4918 33rd Road, North
Arlington, YA 22207

2o




Dr. Ronald K. Hambleton
Laboratory of Psychometriec and

Evaluative Research
University of Massachusetts
Amherst, MA 01003

Dr. Cheryl Hamel
NTEC
Orlando, FL 32813

Stevan Harnad

Editor, The Behavioral and
Brain Scieaces

20 Nassau Street, Suite 240

Princeton, NJ 08540

Mr. William Martung
PEAN Product Manager
Army Research Institute
S0C1 Eisenhower Avenue
Alexandria, VA 22333

Dr. VWayne Harvey
SEI Internationsl
333 Ravenswood Ave.
Room B-S324
Menlo Park, CA 94025

Prof. John R. Hayes
Carnegie-Mellon University
Deparwment of Psychology
Schenley Park

ittsburgh, PA 15213

Dr. Barbara Hayes-Roth
Department of Computer Science
Stanford University

Stanford, CA 65305

Dr. Frederick Hayes-Roth
Teknosledge

525 University Ave.

Palo Alto, CA 94301

Dr. Joan I. Heller

Graduate Group in Science and
Mathematics Education

¢/0 School of Education

Unjversity of California

Berkeley, CA 94720

116

Dr. Geoffrey Hinton
Computer Science Department
Carnegie-Mellon University
Pittsburgh, PA 15213

Dr. Jim Hollan

Code 51

Navy Personnel R & D Center
San Diego, CA 92152

Dr. John Holland

University of Michigan
2313 East Engineering
Ann Arbor, MI 48109

Dr, Melissa Holland

Army Research Institute for the
Behavioral and Social Sciences

5001 Eisenhower Avenue

Alexandria, VA 22333

Dr. Keith Helyoak
University of Michigan
Human Performance Center
330 Packard Road
Ann Arbor, MI 48109

Dr. E4 Hutchins ,
Navy Personnel R&D Center
San Diego, CA 92152

Dr. Dillon Inouye
WICAT Education Institute
Prowo, UT 84037

Dr. S. Iyengar

Stanford University
Department of Psychology
Bldg. 4201 -- Jordan Hall
Stanford, CA 94305

Dr. Zachary Jacobson

Sureau of Management Consulting
365 Laurier Avenue West

Ottswa, Ontario KiA 0SS

CANADA

Dr. Robert Jannarone
Department of Psycnology
iniversity of South Carolina
Columbia, SC 29208




S

Dr. Claude Janvier

Directeur, CIRADE

Universite' du Quebec a Montreal
Montreal, Quebec H3C 3P§

CANADA

Margaret Jerome

c/0 Dr. Peter Chandler
83, The Drive

Hove

Sussex
UNITED KINGDOM

Dr. Joseph E. Johnson
Assistant Dean for

Graduate Studies
College of Science and Mathematics
University of South Carelima
Columbia, SC 29208

Dr. Douglas H. Jones
Advanced Statistical
Technologies Corporation
10 Trafalgar Court
Lawrenceville, NJ 08148

Dr. Marcel Just
Carnegie<Mellon University
Department of Psychology
Schenley Park ,
Pittsburgh, Pi 15213

Dr. Milton S. Katz

Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

Dr. Scott Kelso

.Haskins Laboratories,

270 Crown Street
New Haven, CT 06510

Dr. Norman J. Kerr

Chief of Naval Educatiorn
and Training

Code (Q0A2

Naval Air Station

Pensacola, FL 32508

P RS M T I At o A A M

Dr. Dennis Kibler
University of California
Department of Information

and Computer Science
Irvine, CA 92717

Dr. David Kieras

University of Michigan
Technical Communication
College of Engineering

1223 E. Engineering Building
Ann Arbor, MI 48109

Dr. Peter Kincaid
Training Analysis

& Evaluation Group
Department of the Navy
Orlanco, FL 32813

Dr. David Klahr
Carnegie-Mellon University
Department of Psychology
Schenley Park

Pittsburgh, PA 15213

Dr. Mazie Knmerr

Program Maaager

Training Res2arch Division
HumRRO

1100 S. Wasnhington
Alexandria, VA 22314

DPr. Janet L. Kolodner
Georgia Institute of Technology
School of Informstion
& Computer Science
Atlanta, GA 30332

Dr. Kenneth Kotovsky

Department of Psychalogy

Community Cellege of
Allegheny County

800 Allegheny Avenue

Pittsburgh, PA 15233

Dr. Benjamin Kuipers

MIT Laboratory for Computer Science
545 Technology Square

Cambridge, MA 02139

Dr. Patrick Kyllonen
AFHRL/MQE
Brooks AFB, TX 78235

i
- le\ﬁéng‘




ir. David R. Lambert

Naval Qcean Systems Center
Code 4417

277 Cataiina Boulevard

San Diego, CA 92152

br. Pat Langley
University of California
Department of Inforuation

and Computer Science
Irvine, CA 92717

M. Diane Langston
Comaunications Design Center
Carnegie-Mellon University
Schenley Park

Pittsburgh, PA 15213

Dr. Kathleen LaPiana
Naval Health Sciences

Education snd Training Command
Naval Medical Command,

National Cap.tal Region
Bethesda, MD 20814-5022

DPr. Jill Larkin
Carnegie-Mellon University
Department of Psychology
Pittsburgh, PA 15213

Hr, Robert Lawler
Information Sciences, FRL
GTE Laboratories, Inc.

40 Sylvan Road

Waltham, MA 02254

Dr. Paul E. Lehner

PAR Technology Corp.
7926 Jones Branch Drive
Suite 170

McLean, VA 22102

Dr. Alan M. Lesgold
Learning R&D Center
University of Pittsburgh
Pittsburgh, PA 15260

Dr. Jiu Levin

University of California

Laboratory for Comparative
Human Cognition

DO03A

La Jolla, CA 92093

Dr. Ciayton Lewis

University of Colorado
Department of Computer Science
Campus Box 430

Boulder, CO 80309

Science and Teechnology Division
Library of Congress
Washington, DU 20540

Dr. Charlotte Linde
SRI International

333 Ravenswood Avenue
Menlo Park, CA 94025

Dr. Marciz C. Linn ,
Lawrence Hall of Science
University of California
Berkeley, CA 94720

Dr. Don Lyon
P. O. Box u4
Higley, AZ 85236

Dr. Jane Malin

Mail Code SR 111

NASA Johnson Space Center
Houston, TX 77058

Dr. William L. Maloy (02)

Chief of Naval Education
and Training

Naval Ai~ Stacion

Pensacola, Fi, 32508

Dr'. Sandra P. Marshall

Department ¢f Psychology
University of California
Santa Barbara, CA 93106

Cr. Manton M. Matthews
Department of Computer Science
University of South Carolina
Columbia, SC 29205

Dr. Richard E. Mayer

Department of Psychology
Universitv of California
Santa Bar.ara, TA 93106




Dr. James McBride

Psychological Corporation

c/0 Harcourt, Brace,
Javanovich Inec.

1250 West 6th Strest

San Diego, CA 92101

Dr. James McMichael
Navy Personnel R&D Center

San Diego, CA 92152

Dr. Rarbara Means
Human Rescurces

Research Organization
1100 South Washiagton
Alexandria, VA 22314

Dr. Arthur Melmed

U. S. Department of Education
724 Brown

Washington, DC 20208

Dr. Al Meyrowitz

Office of Naval Research
Code 433

800 N. Quincy

Arlington, VA 22217-5000

Dr. George A. Miller
Department of Psychology
Green Hall

Princeton University
Princeton, NJ 08540

Dr. Lance A. Miller

IBM Thomas J. Watson
Research Center

P.0. Box 218

Yorktown Heights, NY 10598

Dr. Andrew R. Molnar
Scientific and Engineering
Personnel and Education
National Science Foundation
Washington, C< 203550

Dr. William Montague
NPRDC Code 13
San Diego, CA 92152

Dr. Allen Munro

Behavioral Technology
Laboratories - USC

1845 S. Elena Ave., 4th Floor

Redondo Beacn, CA 90277

Spec, Asst. for Research, Experi-
mental & Academic rrograms,
NTTC (Code 016)

NAS Memphis (75)

Millington, TN 38054

Dr. Richard E., Nisbett
University of Michigan
Institute for Social Research
Room 5261

Ann Arbor, MI 481Cy

Dr. Donald A. Norman

Institute for Cognit.ive Science
University of California

Lz Jolla, CA 92093

Director, Training Laboratory,
NPRDC (Code 05)
San Diego, CA 92152

Director, Manpower and Personnel
Ladoratery,
NPRDC (Code 06)

San Diego, CA 92152

Director, Human Factors
+& Organizational Systems Lab,

NPRDC (Code 07)
San Diego, CA 9215.

Fleet Support Office,
NPRDC (Coce 301)
San Diego, QA 92152

Library, NPRDC
Code P201L
San Diego, CA 92152

Commanding Officer,

Naval Research Laboratory
Code 2627
Washington, DC 20390

119




Dr. Harry F. O'Neil, Jr.
Training Research Lab
Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

Dr. Stellan Ohlsson
Learning R & D Center
University of Pittsburgh
3939 O'Hara Street
Pittsburgh, PA 15213

Director, Technology Programs,
Office of Naval Research

Code 200

800 North Quincy Street

Arlington, VA 22217-5000

Director, Research Programs,
Office of Naval Research

800 North Quiney Street

Arlington, VA 22217-5000

Mathematics Group,

Office of Naval Research
Code U11MA
300 North Quincy Street
Arlington, VA 22217-3000

Office of Naval Research,
Code 433

€30 N. Quincy Street

Arlington, VA 22217-5000

Office of Naval Research,
Code 442

800 N. Quincy St.

Arlington, VA 22217-5000

Office of Naval Research,
Code UU2EP

800 N. Quincy Street

Arlington, VA 22217-5000

Office of Naval Research,
Code YU2PT

800 N. Quincy Street

Arlington, VA 22217-5000

(6 Copies) .

120

Special Assistant for Marine
Corps Matters,
ONR Code 100M

800 N. Quincy St.

Arlington, VA 22217-5000

Psycholegist

ONR Branch Office

1030 East Green Street
Pasadena, CA 91101

Dr. Judith Orasanu
Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

Dr. Jesse Orlansky

Institute for Defense Analyses
1801 N. Beauregard St.
Alexandria, VA 22311

Prof. Seymour Papert

20C-109

Massacnusetts Institute
of Technology

Cambridge, MA 02139

Lt. Col. (Cr.) David Payne
AFHRL
Brooks AFB, TX 78235

Dr. Douglas Pearse
DCIEM

Box 2000
Downsview, Ontario
CANADA

Dr. Nancy Pennington
University of Chicago
Graduate School of Business
1101 E. 58th St.

Chicago, IL 60637

Military Assistant for Training and

Personnel Technology,
OUSsSD (R & E)
Room 3D129, The Pentagon
Washington, DC 20301



Dr. David N. Perkins
Educational Technology Center
337 Gutman Library

Appian Way

Cambridge, MA 02138

Administrative Sciences Department,
Naval Postgraduate School
Monterey, CA 93949

Department of Operations Research,
Naval Postgraduate School

Monterey, CA 93940

Department of Computer Science,
Naval Postgraduate School
Monterey, CA 93940

Dr. Tjeerd Plomp

Twente University of Technology
Department of Education

P.0. Box 217

7500 AE ENSCHEDE

THE NETHERLANDS

Dr. Martia folson
Department of Psychology
Campus Box 346
University of Colorado
Boulder, CO 80309

Dr. Peter Polson
University of Colorado
Department of Psychology
Boulder, CO 80309

Dr. Steven E. Poltrock
McC

9430 Research Blvd,
Echelon Bldg #1
Austin, TX T78759-650¢%

Dr. Harry E. Pople
University of Pittsburgh
Decision Systems Laboratory
1360 Scaife Hall
Pittsburgh, PA 15261

Dr. Joseph Psotka

ATTN: PERI-IC

Army Kesearch Institute
5001 Eisenhower Ave,
Alexandria, VA 22333

Dr. Lynne Reder

Department of Psychology
Carnegie=Mellon University
Scheniey Park

Pittsburgh, PA 15213

Dr. Jsmes A. Reggia
University of Maryland
School of Medicine
Department of Neurology

22 South Greene Street
Baltimore, MD 21201

Dr. Fred Reif

Physics Department
University of Califoraia
Berkeley, CA 94720

Dr. Lauren Resnick
Learning R & D Center
University of Pictsburgh
3939 O'Hara Street
Pittsburgh, PA 15213

Dr. Mary S. Riley

Program in Cognitive Science

Center for Human Information
Processing

University of California

La Jolla, CA 92093

Dr. Andrew M. Rose
American Institutes
for Research

1055 Thomas Jefferson St.. NW
Washington, DC 20007

Dr, William B, Rouse

Georgia Institute of Technology

School of Industrial & Systems
Engineering

Atlanta, GA 30332

Dr. Donald #dubin
Statist'cs Department
Science Center, Room 608
1 Oxford Street

Harvard University
Cambridge, MA 02138

Dr. Lawrence Rudner
403 Elm Avenue
Takoma Park, MD 20012




Dr. Michael J. Samet
Perceptronics, Inc

6271 Variel Avenue
Woodland Hills, CA 91364

Dr. Robert Sasmor

Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

Dr. Roger Schank

Yale University

Compute:: Science Department
P.0. Box 2158

New Havan, CT 06520

Dr. Alan H. Schoenfeld
University of California
Department of Education
Berkeley, CA 94720

Dr. Janet Schofield
Learniag R&D Center
University of Pittsburgh
Pittsburgh, PA 15260

Dr. Judith Segal

Room 819F

NIE

1200 19th Street N.W.
Washington, DC 20208

Dr. Ramsay W. Selden
NIE

Mail Stop 1241

1200 19th St,, Nw
Washington, DC 20208

Dr. Michael G. Shafto
ONR Code 442PT

800 N. Quincy Street
Arlington, VA 22217-5000

Dr. Sylvia A. S. Shafto

National Institute of Education

1200 19th Street
Mail Stop 1806
Washington, DC 20208

Dr. T. B. Sheridan

Dept. of Mechanical Engineering

MIT
Cambridge, MA 02139

122

Dr. Ted Shortliffe

Computer Science Department
Stanford University
Stanford, CA 94305

Dr. Lee Shulman
Stanford University
1040 Cathcart Way
Stanford, CA 94305

Dr. Miriam Shustack

Code 51

Navy Personnel R & D Center
San Diego, CA 92152

Dr. Robert S. Siegler
Carnegie-Mellon University
Department of Psychology
Schenley Park

Pittsburgh, PA 15213

Dr. Herbert A. Simon
Department of Psychology
Carnegie-Mellon University
Schenley Park

Pittsturgh, PA 1213

Dr. Zita M Simutis

Instructional Technology
Systems Area

ARI

5001 Eisenhower Avenue

Alexandria, VA 22333

Dr. H. Wallace Sinaiko
Manpower Research

and Advisory Services
Smithsonian Institution
801 North Pitt Street
Alexandria, VA 22314

Dr. Derek Slezeman
Stanford University
School of Education
Stanford, CA 94305

Dr. Edward E. Smith

Bolt Beranek & Newman, Inc.
50 Moulton Street
Cambridge, MA 02138




Dr. Alfred F. Smode

Senior Scientist

Code 7B

Naval Training Equipment Center
Orlando, FL 32813

M  Richard Snow

Liaison Scientist

Office of Naval Research
Branch Office, London

Box 39
FPO New York, NY 09510

Dr. Elliot Soloway

Yale Univarsity

Computer Science Department
P.C. Box 2158

New Haven, CT 06520

Dr. Richard Sorensen
Navy Personnel R&D Center
San Diego, CA 92152

James J. Staszewski
Research Associate
Carnegie-Mellon University
Department of Psychology
Schenley Park

Pittsburgh, PA 15213

Dr. Marian Stearns
SRI International
333 Ravenswood Ave,
Room B-S324

Menlo Park, CA 94025

Dr. Robert Sternberg
Department of Psychology
Yale University

Box 11A, Yale Station
New Haven, CT 06520

Dr. Albert Stevens

Bolt Beranek & Newman, Inc,
10 Moulton St.

Cambridge, MA 02238

Dr. Paul J. Sticha

Senior Staff Scientist
Training Research Division
HumRRO

1100 S. Washington
Alexandria, VA 22314

Dr. Thomas Sticht
Navy Personnel R&D Center
San Diego, CA 92152

Dr. David Stone

KAJ Software, Inc.
3420 East Shea Blvd.
Suite 161

Phoenix, AZ 85028

Cdr Michael Suman, PD 303

Naval Training Equipment Center
Code NS51, Comptroller

Orlando, FL 32813

Dr. Hariharan Swaminathan

Laboratory of Psychometric and
Evaluation Research

School of Education

University of Massachusetts

Amherst, MA 01003

Mr. Brad Sympson
Navy Personnel R&D Center
San Diego, CA 92152

Dr. John Tangney

‘AFOSR/NL

Bolling AFB, DC 20332

Dr. Kikumi Tatsuoka

CERL

252 Engineering Research
+Laboratory

Urbana, IL 61801

Dr. Maurice Tatsunka
220 Education Bldg
1310 S. Sixth St.
Champaign, IL 61820

Dr. Perry W. Thorndyke

FMC Corporation

Central Engincering Labs
1185 Coleman Avenue, Box 580
Santa Clara, CA 95052

Dr. Dougias Towne
Behavioral Technology Labs
1845 S. Flena Ave.

Redondo Beach, CA 90277




Dr. Amos Tversky
Stanford University
Dept. of Psychology
Stanford, CA 94305

Dr. James Tweeddale
Technical Director

Navy Personnel R&D Center
San Diego, CA 92152

Dr. Paul Twohig

Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22335

Dr. J. Unhlaner
Uhlaner Consultants
4258 Bonavita Drive
Encino, CA 91436

Headquarters, U. S. Marine Corps
Code MPI-20
Washington, DC 20380

Dr. Kurt Van Lehn
Xerox PARC

3333 Coyote Hill Road
Palo Alto, CA 94304

Dr. Beth Warren

Bolt Beranek & Newman, Inc.
50 Moulton Street
Cambridge, MA 02138

Dr. Edward Wegman

Office of Naval Research
Code 411

800 North Quincy Street
Arlington, VA 22217-500C

Dr. David J. Weiss

N660 Elliott Hall
University of Minnesota
75 E. River Road
Minneapolis, MN 55455

Dr. Keith T. Wescourt

FMC Corporation

Central Engineering Labs
1185 Coleman Ave., Box 580
Santa Clara, CA 95052

Dr. Douglas Wetzel

Code 12

Navy Personnel R&D Center
San Diego, CA 92152

Dr. Barbara White

Bolt Beranek & Newman, Inec.
10 Moulton Street
Cambridge, MA 02238

Dr. Hilda Wing

Army Research Institute
5001 Eisenhower Ave.
Alexardria, VA 22333

Dr. Robert A. Wisher

U.S. Army Institute for the
Behavioral and Social Sciences

5001 Eisenhower Avenue

Alexandria, VA 22333

Dr. Martin F. Wiskoff
Navy Personnel R & D Center
San Diego, CA 92152

Dr. Frank W’ throw

U. S. Office of Education
400 Maryland Ave. SW
Washington, DC 20202

Dr. Merlin C. Wittrock
Graduate School of Education
ucLa

Los Angeles, CA 90024

Mr. John H. Wolfe
Navy Personnel R&D Center
San Diego, CA 92152

Dr. Wallace Wulfeck, III

Navy Personnel R&D Center
San Diego, CA 92152

Dr. Joe Yasatuke
AFHRL/LRT
Lowry AFB, CO 80230

Mr. Carl York

System Development Foundation
181 Lytton Avenue

Suite 210

Palo Alto, CA 94301

124




Dr. Joseph L. Young

Memory & Cognitive
Processes

National Science Foundation

Washington, DC 20550

Dr. Steven Zornetzer
Office of Naval Research
Code 440

800 N. Quincy St.
Arlington, VA 22217-5000

Dr. Michael J. Zyda

Naval Postgraduate School
Code 52CK

Monterey. CA 93943




